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Abstract

Mechanical metamaterials are a special class of materials, whose mechanical properties are primarily determined by their geometry and topology. Due to their unique properties and wide applications, mechanical metamaterials have gained increasing attention in recent years. To name a few, mechanical metamaterials have been used in designing soft robotics, equipment with local tunable functionalities, etc. For better exploitation of their huge potential, the ability to design mechanical metamaterials with particular desired properties is of key importance. Traditional design methods rely heavily on experimental characterization and are often driven by heuristic rules, which are time consuming and economically inefficient. This dissertation aims to establish a computational design framework that enables rational, efficient, and robust designs for mechanical metamaterials. The challenge is addressed by applying classical numerical methods and leveraging modern machine learning tools.

The research results can be grouped with three major outcomes. First, we propose a multi-scale computational homogenization scheme based on a neural network surrogate energy model to simulate cellular mechanical metamaterials under large deformation. Compared with direct numerical simulation, the proposed scheme reduces the computational cost up to two orders of magnitude. The second part focuses on inverse design problems. Within the framework of topology and shape optimization, we successfully design cellular mechanical metamaterials with several pre-defined goals: achieving negative Poisson’s ratio, precise control of instabilities, and arbitrary tuning of band gaps for phononic structures. Besides classical shape optimization methods, we also propose design approaches inspired by generative models in machine learning. Composite mechanical metamaterials with controllable overall elastic moduli are designed, fabricated with additive manufacturing, and experimentally validated. The final part of this dissertation makes a mathematical abstraction of the design/inverse problems and focuses on general partial differential equation (PDE) constrained op-
timization problems. We propose amortized finite element analysis (AmorFEA), in which a neural network is trained to produce accurate PDE solutions in an unsupervised fashion, while preserving many of the advantages of the traditional finite element method (FEM). In conclusion, this dissertation successfully tackles issues on computational modeling and design of mechanical metamaterials with a machine learning approach.
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Chapter 1

Introduction

1.1 Motivation and objectives

Mechanical metamaterials are artificial structures whose mechanical behavior is determined defined by their geometry rather than their chemical composition. Architected with multi-level periodic structures, mechanical metamaterials demonstrate unique macroscopic properties such as ultra-stiffness [1], negative Poisson’s ratio (auxeticity) [2], shape morphing [3], tunable band structures [4], energy absorption [5], etc. These novel properties have created venues for many engineering applications, e.g., soft actuators, materials with in situ tunable functionalities, reusable energy-absorbing materials [6, 7, 8, 9]. For a thorough overview of mechanical metamaterials and the current state of the art, we refer the interested readers to [10, 11, 12]. The rapid development of this field has been partly fueled by the advancement of advanced manufacturing technologies such as additive manufacturing [13, 14], which enables fast prototyping and economic small-scale production of materials with specific microstructures [15]. The key step that can bridge the prospect of mechanical metamaterials to real-world engineering applications is the ability to design the desired type of mechanical metamaterials for particular purposes. Traditional de-
sign flows focus heavily on experimental characterization and heuristically driven approaches. Optimal structures of mechanical metamaterials are often devised through inefficient trial-and-error loops. This dissertation addresses this problem by utilizing computational tools to build a rational design framework based on efficient numerical modeling and optimization. When establishing the computational framework, we pay particular attention to the application of machine learning techniques.

Before considering the inverse design problems, our first objective is to establish an efficient and robust method for forward numerical simulation of mechanical metamaterials. While adopting the finite element method (FEM) \[16, 17\] for solid structures are standard practices, direct numerical simulation (DNS) with FEM on the full specimen is only possible for mechanical metamaterials with a relatively small number of repeated cells \[18\]. The reason is partly due to the high computational cost on super fine mesh required for the resolution of the microstructure. Under extreme deformation conditions, mechanical metamaterials exhibit highly nonlinear responses and instabilities are triggered over certain threshold \[19, 20\], bringing additional difficulties for accurate simulation. Multi-scale analysis tools such as homogenization \[21, 22\] give promising solutions to the problem.

Homogenization, also known as “coarse-graining” in the physics community, is often used to predict the macroscopic behavior of composites from their microstructures. Homogenization focuses on calculations of a representative volume element (RVE) at the micro scale by FEM, and then use the obtained average constitutive relation to perform a coarsened simulation the macro scale. Aside from analytical homogenization methods \[23, 24, 25, 26\], computational homogenization is more suitable for our problem due to the complexity of mechanical metamaterials. There are two major categories of computational homogenization methods: *concurrent* and *off-line* methods. Concurrent methods integrate the macro- and micro-scale problems through proper mathematical formulations and solve both problems simultaneously. One of the rep-
resentative concurrent methods is the widely adopted FE² method \[27\]. Concurrent methods are powerful, but they can be computationally expensive, due to the nested numerical solvers at both microscopic and macroscopic scales. On the other hand, off-line methods treat the macro- and micro-scale problems separately. Equivalent constitutive laws are first computed based on off-line numerical calculations at micro-scales, and then used to solve problems at macro-scales \[28, 29\]. Offline methods can be expensive during the data generation phase, but they are typically significantly faster at the deployment phase \[30\]. Several techniques \[31, 32, 33, 34, 30, 29, 35\] exist, particularly we emphasize recent developments using neural networks (NNs) \[36, 37\].

To this point, we propose the neural networks based computational homogenization method to model the nonlinear behavior of mechanical metamaterials under large deformation. Neural networks, as massively-parametric function approximators, have been proven to be effective for solving a variety of traditional engineering problems. More recently, there has been a growing interest in applying neural networks to complicated problems in natural sciences, e.g., physics and chemistry \[38, 39, 40, 41\], astronomy \[42\], and material science \[43, 44, 45\]. In this work, we train a NN-based surrogate model to represent the macroscopic strain energy density function. The training data are generated by performing RVE calculations at the micro scale. At the deployment stage, the trained surrogate model is used for numerical simulation at the macro scale. With the proposed NN-based off-line homogenization scheme, we are able to save the computational time to several orders of magnitude when compared to direct finite element simulation. This concludes the first major task of this dissertation, i.e., a new NN-based homogenization scheme for accelerating the (traditionally) expensive forward simulation of mechanical metamaterials.

The next part focuses on computational designs of mechanical metamaterials. The objective is to use shape optimization techniques for the optimization of geometric structures of mechanical metamaterials so that desired mechanical properties are ob-
tained. Shape optimization is a rich and classical field of research. Representative techniques, such as density based methods [46, 47], evolutionary structural optimization (ESO) methods [48], and level set methods (LSM) [49, 50, 51] have been developed and broadly applied to typical mechanical design problems such as stiffness optimization of linear/nonlinear elastic structures, optimization of the heat-conductivity of composite structures, etc. However, these methods may not necessarily be best suited for shape optimization of mechanical metamaterials due to the intrinsic geometric and material nonlinearities. Moreover, under large deformation conditions, instabilities at both micro and macro scales pose additional challenges to certain numerical schemes. Despite the complexity, several related works have made positive attempts to metamaterial shape optimization with large deformations [52, 53, 54].

In general accordance with the shape optimization pipeline, we propose a mapped shape optimization method (MSOM), a numerically stable and easy-to-implement method that solves the design problems for mechanical metamaterials efficiently. The MSOM uses gradient-based optimization and the gradients of the objective function to the geometric parameters are computed using the adjoint method [55, 56]. The highlight of MSOM is the use of a pre-defined referential configuration a concept similar to what appears in Arbitrary Lagrangian–Eulerian (ALE) methods [57]. In the ALE description of motion, neither the material configuration nor the spatial configuration is taken as the reference, while a third, referential configuration is used for computations. In MSOM, we also have such a referential configuration where all numerical computations are performed. The choice of this referential configuration is arbitrary, and we fix it. Therefore, the computational mesh can stay the same throughout the optimization loops. Compared with classical shape optimization methods, MSOM has several advantages when applied to the optimization of CMMs. MSOM is not a density-based method, hence to avoid dealing with inherent difficulties like the “checkerboard” problem [58]. MSOM shares certain similarity
with the level set method in the sense that they both rely on the concept of “shape derivative” [59]. The dichotomy of Eulerian and Lagrangian specifications divides the level set methods into two classes: the Eulerian shape capturing method with a fixed mesh [49, 50, 60]; the Lagrangian shape tracking method with a moving mesh to represent the shape [61, 62]. MSOM can be considered as a third paradigm that uses a referential description. In contrast to the Eulerian level set method, MSOM avoids the difficulties implied by stable and accurate evolutions of the level set function; compared to the Lagrangian level set method, MSOM saves the numerical complications of modifying the mesh object since it uses a fixed mesh. We apply MSOM to three important design problems for mechanical metamaterials: optimizing negative Poisson’s ratio, precise control of the onset of instability, and arbitrary tuning of band gaps for phononic structures. These examples cover a broad range of engineering applications, showing that the proposed method is successful in shape optimization for mechanical metamaterials. The contribution of this part particularly lies in its ability to solve shape optimization problems with large deformation.

Aside from classical shape optimization methods, the recent trends in using machine learning techniques for design and synthesis [41, 63, 64, 65] have also opened up new opportunities for optimal design of mechanical metamaterials. In this next part, we introduce a design method based on machine learning generative models. The objective is to design composite mechanical metamaterials with arbitrary macroscopic elastic moduli. The microscopic RVE is composed of two different base materials, and the homogenization is restricted to linear elasticity. Energy based computational homogenization scheme [66] is employed for the evaluation of the macroscopic elastic moduli. It is noticed that parametric representation of RVE structures is key to the success of design. Density based shape optimization method is computationally expensive due to voxel level parametrization [67]. Pre-defined parametric family of microstructures are used in [68] as the template for design. Nevertheless, these tradi-
tional methods still follow the pattern of trial-and-error loops that require substantial domain expertise and intensive labor. The proposed method automates the design flow using several tools from machine learning.

The successful applications of machine learning techniques in the area of structure and material optimization are seen in [69, 70, 71]. Particularly, a new paradigm emerges for design optimization with parameters of complicated data structure. The paradigm compress the high dimensional design parameters into a lower dimensional latent space, and designs are performed over this reduced latent space instead. The approach typically involves coupling of a machine learning generative model that maps from the latent space to the parameter space and a gradient-free optimization algorithm that operates over the latent space. This design strategy has been used to a variety of applications: discovery of new molecules with desired properties [41], shape optimization for minimal drag force in fluid dynamics [72], finding optimal optical performance of composite materials [73], improvement in solution efficiency for heat conduction [74], etc. In this work, we propose to combine variational auto-encoders (VAEs) [75] and Bayesian optimization (BayesOpt) [76] so that the procedures of designing composite mechanical metamaterials are automated. VAEs are used to encode the RVE images into the latent space, and then decode the latent vector to an output that resembles the original RVE. BayesOpt perform optimization over the latent space so that the design goal is achieved. We present several design examples where optimal RVEs are found to have desired macroscopic elastic moduli. The RVEs are printed with customized multi-material 3D printing tools [77]. Experimental validations show that the proposed method scheme is effective for the design.

Mathematically, solving the forward simulation problem of mechanical metamaterials is considered as numerically solving the governing partial differential equation (PDE). PDE-constrained optimization (PDE-CO) addresses the situation where an objective function is minimized or maximized, subject to the constraints by PDEs.
In fact, the design problems of mechanical metamaterials can be formulated into PDE-constrained optimization. In the final part of this dissertation, we make this mathematical abstraction and focus on general PDE-CO problems. In addition to designs of mechanical metamaterials, PDE-CO problems also include optimal control, parameter identification, etc [78, 79]. PDE-CO is computationally expensive in general since it usually requires to solve the governing PDE at every iteration step of the outer-loop optimization.

In recent years, there has been a surge of interest in applying deep learning to solving PDEs in replacement of traditional numerical methods [80, 81, 82, 83]. However, limited efforts are spent on the (more difficult) PDE-CO problems. Inspired by amortized optimization, widely used in amortized variational inference [75, 84, 85, 86], we propose a deep learning method to efficiently tackle PDE-CO problems, which we refer to as amortized finite element analysis (AmorFEA). AmorFEA introduces a two-stage strategy such that a neural network is first trained to map from parameters to solutions, and then fast PDE-CO can be performed based on the learned model. AmorFEA supports irregular computational domains as an advantage inherited from classical FEM. Compared with the traditional adjoint method for PDE-CO, AmorFEA demonstrates huge potential of saving computational cost.

As a final remark, the major research objectives in this dissertation are two-fold. We aim at establishing new homogenization schemes for accelerating the forward numerical simulations of mechanical metamaterials. The second goal is to tackle the inverse design problems with machine learning approaches.

1.2 Outline of Thesis

The overview of this dissertation is as follows.
Chapter 1 gives the background and objectives of the research, the outline of the dissertation, and some useful notations. Detailed literature review is delayed in the following separate chapters to ease reading and make those chapters readable on their individual basis.


Chapter 3 focuses on the inverse design problem of the same cellular mechanical metamaterials. We use the adjoint method for optimal designs with several important engineering applications. The results are in preparation for submission.


Chapter 6 summarizes the contents with concluding remarks. It also discusses some visions for future work.
1.3 Notations

We conclude the introduction with some remarks on notation. Scalars are generally written in normal fonts, while vectors and second-order tensors are written in boldface fonts. All tensor and vector components are written with respect to a fixed Cartesian coordinate system with orthonormal basis \( \{e_i\} \). The summation convention is used for repeated Latin indices, unless otherwise indicated. We denote by \( I \) the second-order identity tensor. The prefixes \( \text{tr} \) and \( \text{det} \) indicate the trace and the determinant and superscript \( \top \) the transpose of a second-order tensor. Let \((a, b)\) be vectors, \((A, B)\) be second-order tensors and \(\nabla\) the gradient operator; we define the following:

\[
\begin{align*}
    a \cdot b &= a_i b_i, \\
    (A \cdot a)_i &= A_{il} a_l, \\
    (A \cdot B)_{il} &= A_{ip} B_{pl}, \\
    A : B &= A_{il} B_{il}, \\
    (\nabla a)_{il} &= \partial_l a_i, \\
    \nabla \cdot a &= \partial_i a_i \quad \text{and} \quad (\nabla \cdot A)_i = \partial_l A_{il}.
\end{align*}
\]

The boldface font is also used for large matrix/vector assembled by the finite element method, e.g. \( A \), and \( A^* \) means the adjoint of \( A \). We denote by \( H^k(\Omega) \) the Sobolev space \( W^{k,2}(\Omega) \).
Chapter 2

Computational Homogenization with Neural Network Surrogate Energy Model

This chapter focuses on providing effective solutions to forward problems of cellular mechanical metamaterials. Traditional direct numerical simulation methods are computationally prohibitive. The central component is a neural network based surrogate model that approximates the effective strain energy density function. The formulations are within the classical framework of computational homogenization. We show that the neural network surrogate model enables accelerated forward simulations for cellular mechanical metamaterials, compared with a direct numerical simulation approach.

2.1 Introduction

Cellular mechanical metamaterials (CMMs) with repeating cells are commonly observed in both nature and industry: from biological materials such as honeycombs to synthetic structures such as metallic microlattices. These materials can exhibit
unique mechanical properties, such as high stiffness- and/or strength-to-density ratio [90], that are primarily determined by geometries. Traditionally, the study of this field is limited to several simple structures and under relatively small deformation [91]. Yet in the past decade, the advent of fabrication technologies such as additive manufacturing [14, 13] have enabled precise but fast realization of sophisticated cellular architectures made of soft materials such as elastomers. These materials, not only can bear large deformation, but also exhibit novel mechanical properties under that condition, including negative Poisson’s ratio (auxeticity) [2, 20, 92], shape morphing [3], tunable bandstructures [4] and energy absorption [5]. These novel properties created an avenue for many exciting engineering applications, e.g., soft actuators, materials with in situ tunable functionalities, reusable energy-absorbing materials, etc. [6, 7, 10, 8, 12, 9].

The rapid development on the fabrication side demands a fast and predictive computational method to determine the mechanical behaviors of CMMs. For materials with a relatively small number of cells, one can conduct a direct numerical simulation (DNS) on the whole specimen using the finite element method (FEM) [18]. However, the mechanical behaviors of soft CMMs are often highly nonlinear and may involve mechanical instabilities, thus requiring a fine spatiotemporal resolution for DNS calculations. DNS can easily become computationally intractable as CMMs usually consist of a large number of cells. Alternatively, one can conduct a fine-mesh FEM calculation on a representative volume element (RVE), often composed of one or several repeating cells [20], by prescribing appropriate boundary conditions. Such a method can efficiently predict the mechanical response of CMMs under homogeneous deformation. When CMMs are subject to complex loads, such predictions will fail.

When the size of the CMM is much larger than the repeating cells, multiscale analysis such as homogenization can be a useful tool. Homogenization, often called “coarse-graining” in the physics community, is often used to predict the macroscopic
behavior of composites from their microstructures [21, 22]. The early development of homogenization primarily focuses on the analytical approach. Following the pioneer work of Eshelby [23], various analytical homogenization methods have been developed for linear materials [24, 93, 94, 95, 96, 97] and later extended to nonlinear materials [25, 26, 98, 99]. While these analytical approaches provide useful bounds, they are less accurate when microstructures become sophisticated [100]. Computational homogenization is more suitable in this scenario. Reviews of the recent progress in this field can be found in Ref’s [101, 102, 103]. Among various methods of computational homogenization, two main categories can be distinguished: concurrent and off-line methods. Concurrent methods integrate the macro- and micro-scale problems through proper mathematical formulations and solve both problems concurrently. For example, the FE² method is a widely adopted concurrent scheme, and uses FEM to solve problems at both scales [27, 104, 105, 106, 107, 108]. Another example is given by the spectral method based on Fast Fourier Transform (FFT) [109, 110, 111, 112]. Concurrent methods are powerful and accurate, yet can still be computationally expensive, mainly due to the nested numerical solvers needed to balance calculations at both scales. On the other hand, for off-line methods, the macro- and micro-scale problems are solved separately. Effective constitutive laws are first constructed based on a set of numerical calculations at micoscales, and then used to solve problems at macroscales [28, 29]. Thus, off-line methods can avoid the huge cost of nested numerical solvers and in some cases be orders of magnitude faster than the concurrent methods [30, 29]. Essentially, the constitutive relation can be seen as a multi-dimensional mapping from the microstructural features to the macroscopic response of the material, and the core of off-line methods is to efficiently and accurately construct such a mapping. To this end, several techniques [31, 32, 33, 34, 30, 29, 35] have been developed, including recent efforts using neural networks [36, 37].
Neural networks (NNs) are massively-parametric function approximators inspired by biological neural networks \cite{113}. Given a large number of input/output examples, neural networks can often successfully learn functions on high-dimensional spaces. This process of “learning” the function corresponds to identifying an optimal set of parameters, i.e., neural network “weights”, to capture the relationship between inputs and outputs reflected in the training data. Neural networks have been demonstrated to be powerful function approximators for solving challenging engineering tasks, such as language modeling \cite{114}, image classification \cite{115}, and machine translation \cite{116}. More recently, there has been a growing interest in applying neural networks to complex problems in natural sciences, e.g., physics \cite{38, 39, 40}, chemistry \cite{41}, astronomy \cite{42}, biomedicine \cite{117}, and material science \cite{43, 44, 45}.

In the present work, we extend previous works on NN-based computational homogenization methods \cite{36, 37} to model the nonlinear mechanical behavior of cellular mechanical metamaterials under large deformation. For that purpose, we first generate training data by conducting a large number of RVE calculations at cellular scale. We then train a neural network on those data to approximate the effective strain energy density at macro-scale, which is a function of the macroscopic strain and microscopic structural parameters. Through this NN-based surrogate model for effective strain energy density, the coarse-grained constitutive relations can be easily obtained, which greatly reduces the computational cost of determining the mechanical behavior of the cellular materials at macro-scale.

This chapter is organized as follows. In Section 2.2, the finite deformation theory of hyperelastic cellular mechanical metamaterials and the specific geometries of this study are described. In Section 2.3, we propose a neural network-based multiscale computational scheme to determine the mechanical responses of CMMs and describe the procedures to carry out the scheme in Section 2.4. Numerical examples are shown in Section 2.5, where our NN-based method is compared with DNS in terms of
accuracy and efficiency. In Section 2.6, we discuss the applicability and the limitations of our NN-based method. Finally we conclude in Section 2.7.

2.2 Problem Formulation

2.2.1 Finite deformation elasticity

Consider a homogeneous elastic body in a 3D Euclidean space \( \mathbb{R}^3 \), where we introduce a fixed Cartesian coordinate system with orthonormal basis \( \{e_1, e_2, e_3\} \). In an unstressed state, the body occupies a region \( B \subset \mathbb{R}^3 \) (reference configuration) with a boundary \( \partial B \) whose outward normal is \( N \). Upon mechanical loading, the body deforms and occupies a different region \( B_t \subset \mathbb{R}^3 \) (deformed configuration). Deformation can therefore be described as a mapping: \( \varphi : B \rightarrow B_t \), which maps any material point \( X \in B \) to its counterpart \( x \in B_t \), i.e. \( x = \varphi(X) \). The corresponding displacement field is defined as \( u = x - X \) and the deformation gradient \( F = \frac{\partial x}{\partial X} \). We denote vectors and tensors with a bold font in contrast to scalars with a normal font.

The constitutive model of a hyperelastic material can be defined by a strain energy density function (per volume) \( W \), which depends on \( F \), through the right Cauchy-Green tensor \( C = F^T F \). The displacement field \( u \) can be determined by solving for the stationary point \( \delta \Psi = 0 \) of the following functional (in the absence of body force):

\[
\Psi(u) = \int_B W(F) \, dX - \int_{\partial B} u \cdot t \, dS, \tag{2.1}
\]

with \( u = u_b \) and \( \delta u = 0 \) on \( \partial B^D \), where \( u_b \) is the prescribed displacement field, \( t \) is the prescribed traction (force per unit reference area), \( \partial B^N \cup \partial B^D = \partial B \) and \( \partial B^N \cap \partial B^D = \emptyset \). The measures \( dX \) and \( dS \) are the infinitesimal volume and surface elements in the reference configuration respectively. Alternatively, the above
variational problem can be formulated as a boundary value problem:

\[
\nabla_X \cdot P = 0 \quad \text{in } \mathbb{B},
\]

\[
u = u_b \quad \text{on } \partial \mathbb{B}^D,
\]

\[
P \cdot N = t \quad \text{on } \partial \mathbb{B}^N,
\]

(2.2)

where the divergence operator is in the reference configuration, and \( P = \frac{\partial W}{\partial \mathbf{F}} \) is the first Piola-Kirchoff stress. These problems can be numerically solved by FEM.

The formulation described above is applicable to any hyperelastic material, but in this work we focus on CMMs made of soft elastomers and therefore adopt the following form of \( W \):

\[
W = \frac{\mu}{2} \left( J^{-2/3} I_1 - 3 \right) + \frac{\kappa}{2} (J - 1)^2,
\]

(2.3)

where \( J = \det(F) \), \( I_1 = \text{tr}(C) \); \( \mu = \frac{E}{2(1+\nu)} \) and \( \kappa = \frac{E}{3(1-2\nu)} \) denote the initial shear and bulk moduli, respectively, \( E \) and \( \nu \) being the material’s Young’s modulus and Poisson’s ratio. The above \( W \) is commonly used to model isotropic elastomers that are almost incompressible and we assume \( \nu = 0.3 \) throughout this work.

### 2.2.2 Problem geometry

In this work, we focus on a special but widely used class of CMM: 2D porous cellular solids with a repeating unit cell. We adopt a plane strain setting here, i.e., \( u_i = u_i(X_1, X_2) \), \( i = 1, 2 \) and \( u_3 = 0 \). Previous works [20, 92] have shown that the mechanical properties of these CMMs highly depend on the shape of the pore. Following previous treatments, our study focuses on pores with four-fold symmetry.
whose contour can be described by the following parametrization:

$$r(\theta) = r_0(1 + \xi_1 \cos(4\theta) + \xi_2 \cos(8\theta)),$$

where $r$ and $\theta$ are polar radius and polar angle respectively. By changing the parameters $\xi = (\xi_1, \xi_2)$, we get a family of different pore shapes as illustrated in Fig. 2.1. Specifically in this work, we focus on square arrays of these unit cells and therefore, for material with a unit cell length of $L_0$, its porosity $\phi_0$ is uniquely determined by $r_0$ and $\xi$ via the relation $\phi_0 = \frac{\pi}{2} \left( \frac{r_0}{L_0} \right)^2 (\xi_1^2 + \xi_2^2 + 2)$. In this work, we fix $L_0 = 0.5$ and porosity $\phi_0 = 0.5$.

Among all the possible pore shapes, we focus on two types (A and B in Fig. 2.1): Pore A is circular, with $\xi_A = (0, 0)$ and pore B breaks the angular symmetry, with $\xi_B = (-0.2, 0.2)$. We choose these two shapes as our representative examples for two reasons. First, mechanical instability can be triggered in CMMs made of both unit cells under compression, which leads to an asymmetric mechanical response of the CMMs under tension and compression. Second, even though mechanical instabilities can be triggered in these two CMMs, they still exhibit very distinct mechanical responses under the same mechanical loading [20, 92].
Figure 2.2: A 2x2 RVE taken from a cellular porous structure with repeating units. Followed by the arrow is an example showing the periodic boundary conditions applied to the RVE. Here we specify a macroscopic displacement gradient $\mathbf{H} = \begin{bmatrix} 0 & 0.2 \\ 0 & -0.2 \end{bmatrix}$. The deformed configuration (rightmost) shows the resulted displacement field of this RVE: $\mathbf{u} = \mathbf{H} \cdot \mathbf{X} + \mathbf{u}^*$ with $\mathbf{u}^*$ being the periodic fluctuation. The dashed profile shows the deformation corresponding to the applied mean displacement $\bar{\mathbf{u}} = \mathbf{H} \cdot \mathbf{X}$.

### 2.3 NN-Based Multiscale Approach

Direct numerical simulation of cellular mechanical metamaterials made of large numbers of unit cells is challenging, especially for CMMs with complicated cellular geometries or that undergo large deformation, mainly due to the large computational cost. The computational expense arises from two factors. First, to resolve the detailed cellular geometries, the finite element mesh size must be no larger than the microstructural features. Second, since the mechanical responses can be highly nonlinear under large deformation, small timesteps are required for DNS to converge. To address these issues, we adopt a multiscale approach called (offline) computational homogenization [36, 37], which performs fine-mesh FEM calculations at the RVE level to obtain the coarse-grained constitutive relations, and then uses these to predict the mechanical behavior of the material at larger scale.

Our computational homogenization approach starts with a study of the representative volume element of the CMM. The choice of RVE is not unique, but it has to simultaneously be large enough to capture the influence of cellular geometries on the overall mechanical behavior and small enough to be considered as a material point for the CMM. For example, as shown in Fig.2.2 for a CMM composed of many unit
cells with *pore A*, we have chosen *ABCD*, a 2 × 2 array of the unit cells as our RVE. This choice of RVE ensures that we capture the mechanical instabilities that lead to reorganizations of the neighboring unit cells [20, 92]. We emphasize that the above statement relies on the critical assumption of separation of length scales, i.e. the size of the CMM is much larger than that of the unit cell and RVE, without which the homogenization approach is invalid.

To construct the effective strain energy density of this RVE, we conduct a fine-mesh FEM calculation on the RVE under macroscopic deformations $\bar{F}$ by prescribing the following periodic boundary conditions:

$$u(\mathbf{X}) = (\bar{F} - I) \cdot \mathbf{X} + \mathbf{u}^*(\mathbf{X}) = \bar{\mathbf{H}} \cdot \mathbf{X} + \mathbf{u}^*(\mathbf{X}), \quad (2.5)$$

where $I$ is identity tensor and $\bar{\mathbf{H}}$ denotes the macroscopic displacement gradient. $\bar{F}$ and $\bar{\mathbf{H}}$ are uniform on the RVE and periodic boundary conditions are applied to ensure $\int_{\partial V} n \otimes \mathbf{u}^* = 0$. For example, for the RVE *ABCD* in Fig 2.2 we have $\mathbf{u}_{AD}^* = \mathbf{u}_{BC}^*$ and $\mathbf{u}_{AB}^* = \mathbf{u}_{DC}^*$. Essentially, eqn (2.5) decomposes the total displacement of the RVE into a macroscopic (overall) part $\bar{\mathbf{u}} = \bar{\mathbf{H}} \cdot \mathbf{X}$ and a microscopic (fluctuating) part $\mathbf{u}^*$.

The effective strain energy density $\bar{W}$ can obtained via the average $\bar{W}$ over the RVE: $\bar{W} = V^{-1} \int_V W \, dV$ with $V$ being the total volume of the RVE (for plane strain, $dV = dX_1 dX_2$). Other macroscopic quantities can be obtained in the same fashion. This effective strain energy density $\bar{W}$ is the bridge that connects the microscopic features to macroscopic mechanical responses. In essence, $\bar{W}$ should be a function of $\bar{F}$ as well as the microstructural features $\bar{\xi}$: $\bar{W} = \bar{W}(\bar{F}, \bar{\xi})$. Once that relation is established, we then treat the RVE as a material point in the CMM and use FEM to find the approximate solution to the stationary point of the following functional:

$$\bar{\Psi}(\bar{u}) = \int_B \bar{W}(\bar{F}, \bar{\xi}) \, d\mathbf{X} - \int_{\partial B} \bar{u} \cdot \mathbf{t} \, dS, \quad (2.6)$$
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Figure 2.3: A MLP with one hidden layer. The neural network function takes an input vector and performs an affine transformation followed by a non-linear activation function on the input vector, producing an intermediate vector at the hidden layer. A similar transformation on the intermediate vector then yields the output of the neural network function.

with $\bar{u} = \bar{u}_b$ and $\delta \bar{u} = 0$ on $\partial \mathbb{B}^D$. Making use of the celebrated Hill-Mandel condition \cite{Hill_Mandel}: $\bar{P} = \frac{\partial W}{\partial F}$, the above minimization formulation can be shown to be equivalent to the following macroscopic BVP:

$$\nabla_x \cdot \bar{P} = 0 \quad \text{in } \mathbb{B},$$

$$\bar{u} = \bar{u}_b \quad \text{on } \partial \mathbb{B}^D,$$

$$\bar{P} \cdot N = \bar{t} \quad \text{on } \partial \mathbb{B}^N. \quad (2.7)$$

Therefore, the key to this computational homogenization scheme is to construct $\bar{W}$ as a function of $\bar{F}$ (more strictly speaking $\bar{C}$ ) and $\xi$. In this work, we adopt a data-driven approach based on neural networks.

Neural networks (NNs) are powerful computational structures for constructing massively-parametric mappings \cite{NIPS2012_4824}. The classic general form of a neural network is the multi-layer perceptron (MLP), made up of fully-connected layers \cite{Haykin}. The input vector $\mathbf{x}$ is processed through several hidden layers and finally to an output vector $\mathbf{y}$. Suppose that the $i$th layer has $m$ nodes and
the $i + 1$ layer has $n$ of them, the computation between these two layers are given by $y^i = f^i(x^i) := \sigma(w^i \cdot x^i + b^i)$, where $w^i \in \mathbb{R}^{n \times m}$, $b^i \in \mathbb{R}^m$ are the weight matrix and bias vector of the $i$th layer, and $\sigma$ is an element-wise nonlinear function, such as a logistic function $\sigma(y) = 1/(1 + e^{-y})$ or tanh. We can “stack” these transformations as $y = f^k(x^k) = f^k \circ f^{k-1}(x^{k-1}) = \ldots = f^k \circ \ldots \circ f^1(x)$ for a MLP with $k - 1$ hidden layers. We hereby denote this mapping as $y = f_\theta(x)$ to emphasize that this mapping is under the parameter $\theta = (w^1, w^2, \ldots, w^k; b^1, b^2, \ldots, b^k)$. A typical MLP with only one hidden layer is shown in Fig. 2.3.

The weight matrices and bias vectors $\theta$ are called the parameters of the neural network and they are optimized through a training procedure that minimizes a loss function reflecting the quality of the fit to data. This training is typically performed via a stochastic optimization procedure such as stochastic gradient descent [120]. At each step, one randomly selects a subset of the training examples $x$ each with corresponding target value $y^*$ and computes a loss function $\mathcal{L}(y^*, y)$ (for example, the squared Euclidean distance between targets and predictions $||y^* - y||_2^2$). Gradients of this loss function with respect to the parameters are then computed using reverse-mode automatic differentiation and the parameters are updated accordingly [121]. This proceeds until a convergence criterion is achieved. After training and other validation and calibration processes, we can then deploy the neural network to predictions for new inputs.

In this work, we use a MLP to approximate the effective strain energy density, namely $\bar{W}_{NN}(\mathcal{C}, \xi) \approx \bar{W}^e(\mathcal{C}, \xi)$. The input vector is a 5-dimensional vector: $x = (C_{11}, C_{12}, C_{22}, \xi_1, \xi_2)$ and the output is a scalar $y = \bar{W}_{NN}$. For any given input, the target output is generated by RVE calculations. The goal is to train an MLP which can reproduce the result of these calculations for out-of-sample vectors. After training the MLP, we replace the $\bar{W}$ in Eqn (2.6) with $\bar{W}_{NN}$ and solve the macroscopic problem.
Figure 2.4: The data-driven computational homogenization procedure consists of three steps: 1) building the offline training database by performing RVE calculations at cellular level; 2) training the neural network to obtain a surrogate model for effective strain energy density; 3) deploying the NN-based surrogate model for macroscopic problems.

We use scikit-learn [122], an open source machine learning framework, to build, train and later test our neural network. All finite element calculations are carried out using an open-source FEM package FEniCS [123].

### 2.4 Construction of the NN-Based Computational Homogenization Scheme

In the previous section, we have outlined a NN-based multiscale computational homogenization scheme, with the goal of obtaining a mapping from macroscopic deformation $\mathbf{C}$ and microstructural parameters $\mathbf{\xi}$ to the effective strain energy density $\mathbf{W}$. This scheme, as illustrated in Fig. 2.4, mainly consists of three steps: 1) offline con-
struction of training data, 2) optimization of neural network parameters, and 3) deployment of the NN-based surrogate model for FEM at macro-scale. In this section, we will describe these steps in detail.

### 2.4.1 Offline generation of training data

The first step of constructing the NN-based multiscale computational scheme is to construct a proper training database composed of labeled data, each in the form of an input vector and its target output: \( \{ (C_{11}, C_{12}, C_{22}, \xi_1, \xi_2; \bar{W}^{(i)}) \} \). The target output \( \bar{W}^{(i)} \) is obtained via finite element calculation of the RVE with the corresponding geometric parameters \( \xi^{(i)} \) and subject to the corresponding macroscopic field of \( \bar{C}^{(i)} \).

In this work, we focus on CMMs composed of two types of unit cells: those with pore A and pore B, so the choice of \( \xi^{(i)} \) is limited: \( \xi^{(i)} \in \{ \xi_A, \xi_B \} \). However, the choice of the macroscopic field \( \bar{C}^{(i)} \) is in principle infinite since it varies continuously. Therefore some care is necessary in constructing an effective sampling method for \( \bar{C}^{(i)} \).

First we must identify a domain over which \( \bar{C}^{(i)} \) is to be sampled. Such a region should cover the nonlinear mechanical behaviors of primary interest. For example, for CMMs composed of unit cells with pore A, beyond certain compression the CMM undergoes mechanical instabilities which lead to auxetic behavior. This behavior can be observed for \( H_{22} = -0.125 \), \( H_{12} = H_{21} = 0 \) and \( H_{11} \in [-0.08, 0.08] \), as shown in Fig. 2.5a. The effective Poisson’s ratio is calculated to be \( \nu = -0.26 \) (defined as \( \frac{\partial \bar{W}}{\partial F_{11}} = \bar{P}_{11} = 0 \) at the star point, where \( \frac{\partial \bar{W}}{\partial F_{11}} = \bar{P}_{11} = 0 \)). As for CMMs made of unit cell with pore B, when subject to both shear and compression, mechanical instabilities can lead to the bifurcation of microstructures [92]. This is observed when \( H_{22} = -0.125 \), \( H_{11} = H_{21} = 0 \) and \( H_{12} \in [-0.7, 0.7] \). As shown in Fig. 2.5b, a double well shape of the \( W \) is observed as a function of \( H_{12} \) with two energy minima. Therefore, when the CMM is subject to an overall compression \( H_{22} = -0.125 \), the CMM will bifurcate into two different microstructures that correspond to these two minima.
The inspections above offer insight into a reasonable range of $\mathbf{H}$ for sampling data. The range should be sufficiently wide so that important mechanics are reflected in the database, while it should also be limited so that undesired behaviors like self-contact are avoided with the current FEM simulation. The sampling region chosen for pore $A$ is:

$$
\{-0.2 \leq H_{11} \leq 0.2, -0.2 \leq H_{12} \leq 0.2, \\
-0.2 \leq H_{21} \leq 0.2, -0.2 \leq H_{22} \leq 0.2\}, \tag{2.8}
$$
and that for pore $B$:

$$\{ -0.2 \leq H_{11} \leq 0.2, -0.8 \leq H_{12} \leq 0.8, \\
-0.8 \leq H_{21} \leq 0.8, -0.2 \leq H_{22} \leq 0.2 \}.$$  \hspace{1cm} (2.9)

We adopted Sobol sequences [124] to generate 5000 different samples from each of the above regions. Such sequence is often used to generate sparse yet representative samples that are evenly distributed over the given region. To maximize the speed of data collection, we conducted a mesh refinement study to obtain the optimal mesh size under a reasonable tolerance (see SI). On a personal computer with 3.2 GHz Intel Core i7 CPU and 16GB memory, it took about 20 hours to complete the process of data collection.

### 2.4.2 Neural network training

Once the database is constructed, the next step is to train a neural network to establish a mapping from input vector $\mathbf{x} = (C_{11}, C_{12}, C_{22}, \xi_1, \xi_2)$ to its target scalar output $y = W$. We randomly split our database into a training set (90% of the data) and a test set (the rest 10%). Our neural networks will be trained on the training set and the test set is used to ensure good generalizability and avoid overfitting.

The neural network used here is a MLP with one hidden layer, which as we will show later is able to provide sufficient accuracy for our problem. The logistic function $\sigma(y) = 1/(1 + e^{-y})$ is chosen as our activation function, and mean squared error (MSE) is chosen as our loss function: $\text{MSE} = \sum_{i=1}^{n}(\hat{y}^{(i)} - y^{(i)})^2/n$, where $n$ is the number of data points evaluated and $\hat{y}^{(i)}$ denotes the output of the MLP given input $\mathbf{x}^{(i)}$. The neural network is trained using mini-batch stochastic gradient descent with Adam optimizer [125]. Hyperparameters such as number of neurons in the hidden layer are first optimized via k-fold cross-validation [126] (see SI). We
obtained the following optimal hyperparameters: learning rate $10^{-2}$, batch size 64, and 128 neurons in the hidden layer. We then train our neural networks using these hyperparameters. The training time for the NN is typically within 1 minute on a personal computer. After training of 1000 epochs, our NN model reports a training MSE of $6.11 \times 10^{-5}$ and a test MSE of $7.67 \times 10^{-5}$.

We performed polynomial regression on the same data set as a baseline comparison. As shown in Fig. 2.7 when the maximum degree of polynomial is increased, the MSE tends to decrease. But when the maximum degree exceeds 10, the regression problem start to become ill-conditioned and thus resulting in large MSE [127]. The
best of polynomial regression reports a test error of $1.05 \times 10^{-3}$, which is more than an order of magnitude larger than the neural network model.

We further validate our NN model in two test cases to serve as our benchmarks by prescribing the following $\mathbf{H}$:

1. uniaxial strain: $\mathbf{H}_{11}, \mathbf{H}_{12}, \mathbf{H}_{21} = 0, \mathbf{H}_{22} \neq 0$

2. simple shear strain: $\mathbf{H}_{11}, \mathbf{H}_{21}, \mathbf{H}_{22} = 0, \mathbf{H}_{12} \neq 0$

We conducted above two test cases on both unit cells with pore A and pore B and ensure that the $\mathbf{H}$’s tested here are different from those in the database. The results are shown in Fig. 2.6, where the effective strain energy obtained via RVE calculation and that from the NN model are compared. It is observed that the NN model agrees with the RVE calculation reasonably well. The errors between NN model and RVE calculation are also small among both benchmarks: the respective MSEs are $2.42 \times 10^{-5}$ and $4.28 \times 10^{-5}$.

### 2.4.3 Deployment of the NN-based surrogate model

Now that we have obtained an optimized NN model of the effective strain energy density $\mathcal{W}_{NN}$, we replace the $\mathcal{W}$ in Eqn (2.6) with the obtained $\mathcal{W}_{NN}$. Then, for any
given $\xi$, the solution to the macroscopic problem boils down to finding the stationary point $\delta \Psi_{NN} = 0$ of the following functional:

$$\Psi_{NN}(\mathbf{u}) = \int_B \! \! \! W_{NN} \left[ \mathbf{C}(\mathbf{u}), \xi \right] \, d\mathbf{X} - \int_{\partial B} \mathbf{u} \cdot \mathbf{t} \, dS,$$  

(2.10)

with $\mathbf{u} = \mathbf{u}_b$ and $\delta \mathbf{u} = 0$ on $\partial B_D$.

By extracting out the optimal parameters of the NN model, the explicit functional form of $W_{NN}(\mathbf{C}, \xi)$ is readily available, which can be computed iteratively as described in Section 2.3. However, to find the stationary point of the above functional $\Psi_{NN}$, one needs to efficiently evaluate the derivatives of $\Psi_{NN}$ to compute quantities like first Piola-Kirchhoff stress $\mathbf{P}_{NN} = \frac{\partial \Psi_{NN}}{\partial \mathbf{F}}$ as well as the tangent stiffness tensor $\mathbf{K} = \frac{\partial \mathbf{P}_{NN}}{\partial \mathbf{F}}$. In this work, we made use of the automatic symbolic differentiation feature provided by the open-source package FEniCS (specifically the UFL component [128] of the package) to compute those derivatives. The standard Newton-Raphson method is used to find the root of the nonlinear equations. We use the automatic differentiation and other features of FEniCS, so that the code can be written in a concise and near-math fashion, which provides an easier access to broader audiences. Equivalently, the exact same derivatives could be computed analytically [36] or via finite differences [37].

2.5 Numerical Examples

In this section, we employed the aforementioned NN-based multiscale approach to study the mechanical behavior of CMMs composed of 2D arrays of cells with different pore shapes and compare that with direct numerical simulation. As shown in Fig. 2.8, a square-shape CMM with a length $L = 16L_0$ is studied. The CMM is subject to a uniaxial testing with displacement control. Specifically, a displacement $\Delta L$ along the $\mathbf{e}_2$ direction is applied at the top with the bottom kept fixed, while the left and
Figure 2.8: Boundary conditions for uniaxial tests. The upper and lower sides of the plate have fixed displacement conditions while the left and right sides are traction free.

right sides of the CMM remain traction free. This uniaxial testing is a standard practice to obtain the stress-strain curve of materials. Here, the engineering strain $\epsilon$ and engineering stress $\sigma$ of the CMM are defined as follows: $\epsilon = \frac{\Delta L}{L}$ and $\sigma = \frac{F}{L}$, where $F = \int_{\text{top}} P_{22} \, dX_1$ is the total resultant force (per thickness) on the top surface.

We perform this uniaxial test on a CMM with spatially uniform pore shapes of either pore A or pore B. Previous studies [20] suggested that compression can lead to distinct mechanical behaviors of these two CMMs. This phenomenon is indeed observed in Fig 2.9, where the deformed shapes of the CMMs under an engineering strain of $-10\%$ are shown. Both DNS (Fig 2.9a and b) and the NN-based model (Fig 2.9e and f) have shown that even under the same compressive loads, the two CMMs develop very different shapes. We also computed the average displacement field over each RVE element of the CMMs using data from DNS. The results are shown Fig 2.9c and d.

Specifically for CMMs with pore A, as mentioned in Section 2.4.2, a negative Poisson’s ratio is expected, i.e., the compression in $e_2$ direction will lead to a contraction also in $e_1$ direction. This can be easily observed for the DNS results shown in Fig 2.9a, where the CMM starts to contract in the middle region. Although not as visually observable, the NN-based model also produces that result, as shown in
Figure 2.9: Deformed configurations of CMM with pore A (left column) and pore B (right column) under a 10% uniaxial compressive strain. (a) and (b) are results obtained from DNS, (c) and (d) are the RVE-averaged field of DNS, and (e) and (f) are obtained via NN-based model. Color contours indicate the value of $u_1$ (displacement component along $e_1$ direction).

Fig. 2.9e where displacement component $u_1$ is plotted. We can observe that it is positive on the left and negative on the right, which is a clear sign of contraction. As for CMMs with pore B, compression can lead to a bifurcation of local microstructure, as mentioned in Section 2.4.2 which again can be observed from the DNS result in Fig. 2.9b. For NN-based model, since the microstructural information has been averaged out, such bifurcation can only be inferred indirectly. Recall that in Fig. 2.5b, the two minima of $W$ correspond to nonzero shear deformation with equal and opposite shear components. In Fig. 2.9f, we observe that under pure compression, the CMM develops a large local shear in the upper and lower part of the material, with opposite
shear directions. The results in Fig. 2.9 whether obtained via DNS or the NN-based approach are all in qualitative agreement with previous experimental work [20].

Beyond visual qualitative comparisons, we obtained a stress-strain (σ-ε) curve for both CMMs to quantitatively assess the accuracy of our NN-based approach. The curves are obtained by varying the applied engineering strain ε from −10% to 10% and the results are shown in Fig. 2.10. The curves obtained from DNS and the NN-based model are almost identical for both pore A and pore B when under tension, even at large strain up to 10%. The NN-based model can reproduce the result of DNS for pore B for compression, but it starts to deviate from DNS results for pore A when the compression becomes large. This deviation is observed even with a much finer mesh for our NN-based approach.

One possible reason for such behavior is the boundary effect. For the CMMs with pore B we can observe some variation of microstructures near the boundary, but the variation is quite smooth and the main effect – the bifurcation into two shear states – is captured by the NN-based model. However for CMMs with pore A, on the left and right boundaries there are strong pore-boundary interactions, resulting in a drastic change in pore shapes (see SI). This boundary effect persists even with the increasing
number of composing unit cells. Another possible reason is that there is strong microstructure localization in the case of pore A. We can see that the rotation of the holes is drastic, and the distances between holes are small, thus leading to strong local interactions between the RVEs (Fig. 2.9a and SI). This is in contrast to the case of pore B, where pore rotations vary more smoothly yielding no strong localization (Fig. 2.9b and SI). Moreover, the strongly localized deformations in the case of pore A can lead to contacts between the interior boundaries of the pore, at which point our finite element model becomes invalid (without extension to handle contacts). In conclusion, the strong local variations in the microstructural features may impede the predictive power of our computational scheme. Possible ways of resolving this issue include using a separate model to account for the boundary effects [129], or utilizing more advanced homogenization techniques to deal with the aforementioned localization effects [101] [102].

Aside from accuracy, we also compared the efficiency of the NN-based approach with DNS. Recall that one of our main motivations to construct such a surrogate-based approach is to reduce the computational complexity of DNS. This computational expense is mainly due to the fact that a small mesh size is needed to resolve the detailed cellular geometries, which results in a large number of degrees of freedom (DoF). Our NN-based model can use a much coarser mesh since the detailed microstructural features have already been averaged out and factored into the effective strain energy density. This significantly reduces the degrees of freedom when solving for the macroscopic behavior of the CMM—of course at the cost of losing the detailed local information of relevant fields. Table 2.1 summarizes the computational performance of DNS and NN-based approach when they are used to generate the stress-strain curve in Fig. 2.10. NN-based approach needs much fewer DoF to accurately capture the overall mechanics of the CMMs and hence can reduce the computational time by up to two orders of magnitude for both CMM with pore A.
Table 2.1: Comparison of DoF (degrees of freedom) and computation time (in seconds) for DNS and NN with different pore shapes and loading conditions.

and that with pore B. Note that for our problem, we used the same increment in $\epsilon$ to obtain the stress-strain curve. For time-dependent problem, it is also important to examine the numerical stability of both approaches when different time steps are used.

\section*{2.6 Discussion}

Our NN-based approach is shown to efficiently predict the mechanical behavior of CMMs with homogeneous $\xi$ but an inhomogeneous deformation field. Here we further consider a CMM whose $\xi$ is macroscopically inhomogeneous: $\xi(X) = \frac{X_2\xi_B}{L} + (1 - \frac{X_2}{L})\xi_A$, a linearly varying $\xi$ along the $e_2$ direction. The shape of the CMM is still a square, with size $L = 16L_0$ and under the same uniaxial loading as described in Fig. 2.8. A maximum strain of 20% is applied to this CMM. Its deformed shape is shown in Fig. 2.11 when under a tensile strain of 20%. The macroscopic responses for both DNS and the NN-homogenized model agree with each other qualitatively by visual observation. When the applied $\epsilon > 0$, i.e., tensile loading, we have found that the NN-based approach can reproduce the DNS results very well—as in the case of a
Figure 2.11: Deformed configuration of a CMM with non-uniform pore shapes under a 20% uniaxial tension obtained via (a) DNS and (b) NN-based approach. Color contours indicate the value of $u_2$.

CMM with homogeneous $\xi$. While when under compression, the NN-based approach starts to diverge and fails to find a solution even at small compression.

We suggest two explanations for this phenomenon. First, since $\overline{W}$ is a strongly nonlinear function of $\xi$, especially when under compression, the ability of our neural network to capture that functional dependence remains uncertain, given that only two different $\xi$’s ($\xi_A$ and $\xi_B$) are included in the training data. Second, since the local mechanical properties of the CMM depend on $\xi$ in a strongly nonlinear fashion, the $\xi$ used in this study can still create a strong local variation. When the characteristic length of that variation is comparable to the RVE size, the assumption of separation of scales can break and in that case our multiscale framework will fail. Particularly in the above example, when the CMM is under uniaxial tension, as shown in Fig. 2.10, the mechanical properties of CMMs vary smoothly between different $\xi$’s. Therefore, the NN-based approach gives us good agreement with the DNS results in tension. However, when under compression, as the properties vary drastically between different $\xi$’s, our NN-based approach starts to fail.

To enhance the fidelity of our NN-based approach for CMMs with complex pore shapes, it is useful to include a larger number of sampled $\xi$’s in the database. This way, our neural networks can better capture the nonlinear dependence of $\overline{W}$ on the
geometric parameters $\xi$. We can validate our results by conducting similar uniaxial tests on CMMs with a homogeneous $\xi$ that are different from those in the training data and compare with DNS results. Once that dependence is established with good accuracy, we can use the NN-based approach to predict the mechanical behavior of CMMs with an arbitrary uniform $\xi$ or those with a non-uniform $\xi$, which varies “smoothly enough”.

However, for those $\xi$’s that lead to large local variations and with characteristic lengths comparable to the size of RVE, our NN-based approach will fail since it breaks the basic assumption of our multiscale framework. For those CMMs, we have to rely on DNS or some other approaches. We must be cautious about the spatial inhomogeneity of the problem that we are solving: be it either in the geometric features or in the deformation field. For the multiscale approach to work, we must ensure that those variations have negligible influence on the macroscopic problems of interest. In principle, our NN-based multiscale approach only works when the size of the CMM is much larger than of the RVE and when there is no strong localization effect.

In Section 2.5 we have demonstrated that our NN-based scheme can capture the mechanics of moderately-sized CMM’s with reasonable accuracy, but with significant computational savings over DNS. We anticipate further reduction for even larger CMM size. Nevertheless, it is worth noting that the most time-consuming step of our NN-based scheme is not solving the macroscopic problem using NN-based model, but the generation of the training data. As reported in Section 2.4.1 it takes about 20 hours to construct the database, although it is trivially parallelizable. Even though it is time-consuming, this generation step is only required once, and the resulting NN-based model can be used to solve multiple problems. Therefore, significant time can still be saved compared to other multiscale methods like FE$^2$ where micro- and macroscopic problems have to be solved at the same time, as pointed out in Refs 36, 37.
Owing to its great computational efficiency, the NN-based approach proposed in this work can be particularly useful for solving design problems—the reverse engineering of CMMs to achieve specific mechanical properties. Compared with typical multiscale approaches, our approach provides a straightforward way of evaluating the necessary derivatives needed for the sensitivity analysis [130, 131], once the functional dependence of $W$ on $\xi$ are well established. Therefore we envision that those powerful tools used for structural topological optimization of composite materials can now be used for the design of CMMs under the NN-based framework. However, since our NN-based multiscale approach only works for CMMs with smoothly varying $\xi$, proper regularization has to be imposed to ensure that the optimal solution that we obtained does not violate that condition. Other structural parameters can also be included for the design of CMM. For example, the porosity of the CMM, the arrangement of the pores (other than the square arrays used in this work), etc.

Differentiability and fast deployment are two important motivators for choosing neural networks for this work. Other than neural networks and polynomial regression in Section 2.4.2, there are many machine learning techniques available, each suitable for different types of problems. For example, decision trees [132] are a popular machine learning technique which offers great interpretability, however they are not typically differentiable. Gaussian process regression can be an alternative to neural networks for small datasets, and can sometimes outperform neural networks in terms of accuracy. Yet, there can be great computational cost for deployment once the dataset becomes large [133]. The choice of machine learning techniques largely depends on the types of problem and applications considered. Sometimes multiple machine learning techniques can be combined together for optimal performance. In this work, our aim is to demonstrate that neural networks are a promising tool for the design of CMMs. There are limitations—the need to generate a large dataset, the need for smoothly varying $\xi$—but we expect that future work may be able to
compose the model we present with other machine learning techniques to relax these restrictions.

2.7 Conclusion

In this work, we proposed a neural network based multiscale computational scheme which can be used to predict the overall mechanical behavior of cellular mechanical metamaterials under large deformation. Our scheme adopts a data-driven approach to estimate the functional dependence of the effective strain energy density on complex cellular geometries and finite overall deformation. We first identify a proper RVE of the cellular solid and build an offline training data set by varying overall deformation as well as cellular geometries. The database is then used to train and validate a neural network model that can best represent the effective strain energy density as a function of cellular geometries and overall deformation. This neural network model is then treated as a coarse-grained constitutive model of the metamaterial and used to predict its overall mechanical behavior. Under certain conditions, our proposed scheme can significantly reduce the computational time compared with direct numerical simulation while achieving reasonable accuracy, especially when the metamaterial consists of a large number of unit cells. We discussed the limitations of the current scheme and emphasized the types of problems for which it is appropriate. Finally, we discussed the potential of using this to enable efficient rational design of metamaterials.
Chapter 3

Mapped Shape Optimization Method for Designing Cellular Mechanical Metamaterials

In this chapter, we propose the mapped shape optimization method that solves the inverse design problem of the same cellular mechanical metamaterials discussed in Chapter 2. The proposed method provides efficient computations of the sensitivity of objective functions to key geometric parameters using the adjoint method. The design framework is of general purpose, and we show several benchmark design problems. Notably, automatic differentiation technique, which is the workhorse for training neural networks in modern deep learning, is used in this work but with a different goal.

3.1 Introduction

Cellular mechanical metamaterials (CMMs) are common observation in nature, such as honeycombs, as well as in industry, such as microlattices. One key feature of these materials is that they can have unique mechanical properties such as high stiffness-
and/or strength-to-density ratio \cite{90} and these properties are largely determined by their geometries. Traditionally, limited by the fabrication technologies, the study of this field tends to focus on several simple structures and under relatively small deformation \cite{91}. Yet in the past decade, due to the advent of new technologies such as additive manufacturing \cite{14, 13}, sophisticated cellular architectures made of soft materials such as elastomers can now be easily realized in labs. Such metamaterials not only can go under large deformation without failure, they further open up the possibility of novel mechanical properties, including auxeticity, i.e. negative Poisson’s ratio \cite{2, 20, 92}, shape morphing \cite{3}, tunable bandstructures \cite{4} and energy absorption \cite{5}. These properties have great potential for many exciting engineering applications, e.g., soft actuators, materials with in situ tunable functionalities, reusable energy-absorbing materials, etc. \cite{6, 7, 10, 8, 12, 9}.

The key step that can bridge the prospect of soft CMMs to real-world engineering application is the ability to design the desired type of CMMs for particular purposes. Since the unique properties of soft CMMs largely rely on their geometries, an efficient, yet reliable computational framework for shape optimization is the core of this ability. Techniques such as the density based method \cite{46, 47}, the evolutionary structural optimization (ESO) \cite{48}, and the level set method (LSM) \cite{49, 50, 51}. While these methods have been demonstrated to be extremely powerful for traditional problems like stiffness optimization of linear elastic structures, they might not necessarily be best suited for optimization of CMMs. One of the reasons are the geometric and material nonlinearities involved in the forward problem. To achieve novel properties, CMMs tend to undergo large deformation, which is known to be a strongly nonlinear problem. Such large deformation is often accompanied by mechanical instabilities occurring at both the micro and macro scales, which adds extra difficulties to the problem. The forward problem itself is already non-trivial, not to mention solving the inverse problem, namely the design problem, which often involves
iterations of solving the forward problems. Despite the complexity, several related works have made positive attempts to metamaterial shape optimization with large deformations [52, 53, 54].

In this work, we propose a mapped shape optimization method (MSOM) to tackle this problem, which is a numerically stable and easy-to-implement method that solves the design problems for CMMs efficiently. MSOM uses gradient-based optimization and the gradient of the objective function to the geometric parameters is computed using the adjoint method [55, 56]. The novelty of MSOM is that it uses a predefined referential configuration, a concept similar to what appears in Arbitrary Lagrangian–Eulerian (ALE) methods [57]. In the ALE description of motion, neither the material configuration nor the spatial configuration is taken as the reference, while a third, referential configuration is used for computations. In MSOM, we also have such a referential configuration where all numerical computations are performed. The choice of this referential configuration is arbitrary, and we fix it. Therefore, the computational mesh can stay the same throughout the optimization loops.

Compared with classical shape optimization methods, MSOM has several advantages when applied to the optimization of CMMs. MSOM is not a density-based method, hence to avoid dealing with inherent difficulties like the “checkerboard” problem [58]. MSOM shares certain similarity with the level set method in the sense that they both rely on the concept of “shape derivative” [59]. The dichotomy of Eulerian and Lagrangian specifications divides the level set methods into two classes: the Eulerian shape capturing method with a fixed mesh [49, 50, 60]; the Lagrangian shape tracking method with a moving mesh to represent the shape [61, 62]. MSOM can be considered as a third paradigm that uses a referential description. In contrast to the Eulerian level set method, MSOM avoids the difficulties implied by stable and accurate evolutions of the level set function; compared to the Lagrangian level set
method, MSOM saves the numerical complications of modifying the mesh object since it uses a fixed mesh.

The chapter is organized as follows. Section 3.2 introduces the geometric setting of our problem as well as the fundamentals of finite-deformation elasticity. Section 3.3 focuses on the mathematical foundation and detailed procedures of MSOM. In Section 3.4 we used three important types of numerical examples to demonstrate the advantage of our method. They include the optimization of the negative Poisson’s ratio, controlling the instability point, as well as the band-structures. We then conclude in Section 3.5.

3.2 Cellular Mechanical Metamaterials

The main goal of this section is to introduce the subject of this research: cellular mechanical metamaterials (CMMs). We will explain the geometric parametrization of the structure, the material model, and the boundary value problem involved. The background knowledge about CMMs forms the prerequisite for the discussions of the optimization problems introduced later.

3.2.1 Problem geometry

To connect with previous related work [20, 92, 87], we study a specific class of CMMs that are elastomers containing periodic pores. It was shown that by changing the pore shapes, the CMMs can exhibit a wide range of interesting mechanical behaviors. In polar coordinates, the contours of these pores are parametrized as

\[ r(\theta) = r_0(1 + \xi_1 \cos(4\theta) + \xi_2 \cos(8\theta)), \]  

(3.1)
where \( r \) and \( \theta \) are polar radius and polar angle respectively, \( \xi_1 \) and \( \xi_2 \) are two parameters that control the shape, and \( r_0 \) is given by

\[
r_0 = \frac{L_0 \sqrt{2 \phi_0}}{\sqrt{\pi (2 + \xi_1^2 + \xi_2^2)}},
\] 

(3.2)

with \( L_0 \) being the unit cell length and \( \phi_0 \) being the initial porosity. In this work, the collection of

\[
\alpha = (\xi_1, \xi_2, \phi_0)
\] 

(3.3)

are the design parameters upon which we will perform optimization. For visualization, a family of various pore shapes are illustrated in Fig. 3.1 with \( \xi_1 \) ranging from \(-0.2\) to \(0\), \( \xi_2 \) ranging from \(-0.1\) to \(0.1\), and \( \phi_0 \) fixed to be \(0.5\).

![Figure 3.1: A map from the design parameters to the pore shapes indicated by Eq. (3.1). Porosity \( \phi_0 \) is fixed to be 0.5.](image)

**3.2.2 Finite deformation elasticity**

The mechanical behaviors of the CMMs are assumed to follow finite strain theory. In an unstressed state, the body occupies a region \( \mathbb{B}_X \subset \mathbb{R}^3 \) (material/Lagrangian configuration). Upon mechanical loading, the body deforms and occupies a different region \( \mathbb{B}_x \subset \mathbb{R}^3 \) (spatial/Eulerian configuration). Deformation can therefore be de-
scribed as a mapping: \( \varphi : \mathbb{B}_X \rightarrow \mathbb{B}_x \), which maps any material point \( X \in \mathbb{B}_X \) to its counterpart \( x \in \mathbb{B}_x \), i.e. \( x = \varphi(X) \). The corresponding displacement field is defined as \( u = x - X \) and the deformation gradient \( F = \frac{\partial x}{\partial X} \).

For a hyperelastic material, the constitutive model can be defined by a strain energy density function (per volume) \( W \), which depends on \( F \). The first Piola-Kirchhoff stress \( P \) is given by \( P = \frac{\partial W}{\partial F} \). The displacement field \( u \) at static equilibrium can be determined by solving for the boundary value problem (in the absence of body force)

\[
\nabla_X \cdot P = 0 \quad \text{in} \quad \mathbb{B}_X,
\]

where the divergence operator is in the material configuration.

In this work, a Neo-Hookean material model is used for the strain energy density function \( W \)

\[
W(F) = \frac{\mu}{2} (J^{-2/3}I_1 - 3) + \frac{\kappa}{2} (J - 1)^2,
\]

where \( J = \det(F) \), \( I_1 = \text{tr}(C) \); \( \mu = \frac{E}{2(1+\nu)} \) and \( \kappa = \frac{E}{3(1-2\nu)} \) denote the initial shear and bulk moduli, respectively, \( E \) and \( \nu \) being the material’s Young’s modulus and Poisson’s ratio. The above \( W \) is commonly used to model isotropic elastomers that are almost incompressible. We adopt a plane strain setting here, i.e., \( u_i = u_i(X_1, X_2) \), \( i = 1, 2 \) and \( u_3 = 0 \).

### 3.2.3 Boundary conditions

The nonlinear problem posed in Eq. (3.4) can be numerically discretized and solved for a finite size structure, e.g., the (leftmost) \( 6 \times 6 \) elastomeric matrix in Fig. 3.2.
Figure 3.2: A 2x2 RVE taken from a cellular porous structure with repeating units. Periodic boundary conditions are applied to the RVE. Here we specify a macroscopic deformation gradient $\mathbf{H} = \begin{bmatrix} 0 & 0.1 \\ 0 & -0.1 \end{bmatrix}$. The deformed configuration (rightmost) shows the resulted displacement field of this RVE: $\mathbf{u} = \mathbf{H} \cdot \mathbf{X} + \mathbf{u}^*$ with $\mathbf{u}^*$ being the periodic fluctuation. The rightmost dashed profile shows the deformation corresponding to the applied mean displacement $\bar{\mathbf{u}} = \mathbf{H} \cdot \mathbf{X}$.

However, to reduce computational cost and avoid spurious boundary effects, we focus exclusively on studying a Representative Volume Element (RVE). The choice of RVE must properly reflect local properties in the sense that it can be treated as a material point when considering overall macroscopic mechanical responses. Following previous studies, we choose a 2x2 array of unit cells to be our RVE, as shown of the middle structure $ABCD$ in Fig. 3.2.

The RVE is subject to a macroscopic deformation gradient $\mathbf{F}$ condition such that the displacement field $\mathbf{u}$ is decomposed into a macroscopic (overall) and a microscopic (fluctuation) part $\mathbf{u}^*$:

$$\mathbf{u}(\mathbf{X}) = (\mathbf{F} - \mathbf{I}) \cdot \mathbf{X} + \mathbf{u}^*(\mathbf{X}) = \mathbf{H} \cdot \mathbf{X} + \mathbf{u}^*(\mathbf{X}),$$

(3.6)

where $\mathbf{H}$ is the macroscopic displacement gradient and $\mathbf{H} = \mathbf{F} - \mathbf{I}$. The macroscopic deformation gradient $\mathbf{F}$ (or the macroscopic displacement gradient $\mathbf{H}$) is uniform all across the RVE. When specifying the macroscopic loading conditions, one can choose to specify either $\mathbf{F}$ or $\mathbf{H}$. In fulfilling the celebrated Hill-Mandel condition $\mathbf{95}$, periodic boundary conditions are applied for fluctuation displace-
ments such that \( u_{AD}^{*} = u_{BC}^{*} \) and \( u_{AB}^{*} = u_{DC}^{*} \); opposite conditions for tractions such that \( t_{AD} = -t_{BC} \) and \( t_{AB} = -t_{DC} \).

### 3.3 Mapped Shape Optimization Method

In this section, we propose the mapped shape optimization method (MSOM) and explain it in detail. We first establish a differentiable chain from the pore shape parameter \( \alpha \) to a certain objective functional \( J \). The computations from a given pore shape \( \alpha \) to the objective \( J \) is referred to as the forward problem. We wish to compute the total gradient of \( J \) to \( \alpha \) by means of the adjoint method, enabling efficient gradient-based optimization algorithms for the inverse problem. The mathematical structure of the inverse problem falls into the category of PDE-constrained optimization. However, the change of the pore shape indicates a change of the computational domain that often needs re-meshing, breaking the differentiability of the forward chain. MSOM is developed to overcome this difficulty by introducing a fixed referential domain and mapping all computations to this referential domain, therefore avoiding an actual change of the computational domain to allow for adjoint optimization.

#### 3.3.1 The referential configuration

We have introduced the finite strain problem in the total Lagrangian formulation (see Eq. (3.4)). The classic deformation map \( \varphi \) connects a material point \( X \) to a spatial point \( x \). For MSOM, we propose a third configuration \( \mathbb{B}_{\chi} \), which we refer to as referential configuration. We define the shape map \( \psi : \mathbb{B}_{\chi} \to \mathbb{B}_{X} \), which maps a referential point \( \chi \in \mathbb{B}_{\chi} \) to a material point \( X \in \mathbb{B}_{X} \), i.e. \( X = \psi(\chi) \). We also define the total map \( \phi : \mathbb{B}_{\chi} \to \mathbb{B}_{x} \) that maps a referential point \( \chi \in \mathbb{B}_{\chi} \) to a spatial
point $x \in \mathbb{B}_x$, i.e. $x = \phi(\chi)$. Naturally, we have $\phi = \varphi \circ \psi$. Fig. 3.3 shows the three domains and the one-to-one transformations relating the configurations.

![Diagram](attachment:image.png)

Figure 3.3: The referential configuration, the material configuration, and the spatial configuration with maps between them.

It is clear that for different pore shapes, the material domains $\mathbb{B}_x$ must change. However, the referential domain $\mathbb{B}_\chi$ can be fixed. This allows us to perform shape optimization without actually changing the shape of computational domains, i.e., we only need to solve the problems in the same, fixed referential configuration. This idea is reflected in Fig. 3.4 where we show the three configurations for a typical RVE. In this case, the referential domain $\mathbb{B}_\chi$ is set to be a square with four identical circular pores. The material domain $\mathbb{B}_x$ corresponds to a choice of $\alpha = (\xi_1, \xi_2, \phi_0) = (-0.05, -0.05, 0.55)$. The spatial domain $\mathbb{B}_x$ shows the deformed body with an imposed macroscopic displacement gradient $\mathbf{H} = \begin{bmatrix} 0 & 0.1 \\ 0 & -0.1 \end{bmatrix}$. 


3.3.2 The forward problem

Conceptually, there are two major steps in the forward problem. The first step is to compute the shape map \( \psi \) given the pore shape parameters \( \alpha \). Once \( \psi \) is known, the second step is to solve for problems of interest bearing the shape, such as to find the deformation map \( \varphi \) subject to certain loading conditions. Throughout the work, the formulation of the first step is always the same, yet the formulation of the second step depends on specific problems.

**Step 1** To solve for \( \psi \) given \( \alpha \), we formulate a pseudo linear elasticity problem, a similar approach being found in [134]. The problem states that find shape displace-
where

\[
\sigma = 2\mu_p \varepsilon + \lambda_p \text{tr}(\varepsilon) I
\]

\[
\varepsilon = \frac{1}{2} (\nabla \chi s + \nabla \chi s^\top)
\]  

(3.8)

with \( \mu_p \) and \( \lambda_p \) being the pseudo Lamé parameters. Note that the dependency of \( \alpha \) enters the equations in \( b \) as part of the Dirichlet boundary conditions. We have fixed \( s \) to be zero on the exterior boundaries \( \partial B^E_\chi \) (see Fig. 3.4), while on the interior boundaries \( \partial B^E_\chi \) the shape displacement \( s \) must conform to the pore shape described by \( \alpha \). The choice of \( \mu_p \) and \( \lambda_p \) are not necessarily to be constants. Rather, they can be fields as \( \mu_p(\chi) \) and \( \lambda_p(\chi) \). The purpose of tuning these two parameters is to generate a relatively smooth \( \psi \), as shown of \( B^X_\chi \) in Fig. 3.4.

One convenient way to capture the link between \( b \) and \( s \) is through weakly imposing boundary conditions of \( s = b \) on \( \partial B^I_\chi \) via Nitsche’s method \cite{135, 136}. Consequently, we state the weak form of Eq. (3.7) as follows: find \( s \in V \), such that

\[
\Pi([s; w], [b]) = \int_{B^X_\chi} \sigma(s) : \nabla \chi w \, d\chi - \int_{\partial B^E_\chi} w \cdot \sigma(s) \cdot n \, dS - \int_{\partial B^I_\chi} s \cdot \sigma(w) \cdot n \, dS + \eta \int_{\partial B^I_\chi} s \cdot w \, dS + \int_{\partial B^I_\chi} b \cdot \sigma(w) \cdot n \, dS - \eta \int_{\partial B^I_\chi} b \cdot w \, dS = 0,
\]

(3.9)
where

\[ \mathcal{V} = \left\{ s \in H^1(B_{\chi}) \mid s = 0 \text{ on } \partial B_E \right\}, \quad (3.10) \]

is the set of admissible field, \( n \) is the outward normal, and \( \eta \) is a large constant. The weak form is linear in \( s \) and is ready for numerical discretization.

We use the finite element method for the solution. Let \( s^h(\chi) = \sum_n s_n n_n(\chi) \) be the discretized solution of \( s(\chi) \) where \( s_n \) is the \( n^{th} \) degree of freedom and \( n_n(\chi) \) is the basis function. Let \( S = \{s_n\} \in \mathbb{R}^N \) be the vector of degrees of freedom. Similarly, let \( b^h(\chi) = \sum_m b_m n_m(\chi) \) be the discretization of \( b(\chi) \), and \( B = \{b_m\} \in \mathbb{R}^M \). Eq. (3.9) can be discretized into

\[ G(S, B) = 0, \]
\[ G : \mathbb{R}^N \times \mathbb{R}^M \rightarrow \mathbb{R}^M. \quad (3.11) \]

We leave out the details of assembling \( G \) for the sake of brevity.

**Step 2** This step is problem dependent. For illustration of the method, we consider a model problem. Let us revisit the problem posed in Eq. (3.4). Besides solving the strong problem, the displacement field \( u \) can alternatively be determined by minimization of the following functional:

\[ \mathcal{E}(u) = \int_{B_{\chi}} W(F) \, dX. \quad (3.12) \]

To get the weak form, we take the variation of \( \mathcal{E} \) with respect to \( u \) in the direction of \( v \).

\[ \delta \mathcal{E}(u; v) = \int_{B_{\chi}} P(F) : \nabla_X v \, dX = 0. \quad (3.13) \]
To build the link between $s$ and $u$, MSOM requires the integral in Eq. (3.13) to be transformed to the referential domain $B_X$. The problem states that find $u \in \mathcal{U}$, such that $\forall v \in \mathcal{U}$,

$$
\delta \mathcal{E}([u; v], [s]) = \int_{B_X} P \left( \nabla_X x \cdot (\nabla_X X)^{-1} \right) : \nabla_X v \cdot (\nabla_X X)^{-1} \det(\nabla_X X) \, dX = 0,
$$

(3.14)

where

$$
\mathcal{U} = \{ u \in H^1(B_X) \mid u \text{ periodic on } \partial B_X^{-E} \}.
$$

(3.15)

The transformation is nothing but a change of variable, where we have used

$$
F_{ij} = \frac{\partial x_i}{\partial X_j} = \frac{\partial x_i}{\partial \chi_k} \frac{\partial \chi_k}{\partial X_j} = \left( \nabla_X x \cdot (\nabla_X X)^{-1} \right)_{ij},
$$

$$
dX = \det(\nabla_X X) \, d\chi.
$$

(3.16)

The dependency of $s$ and $u$ in Eq. (3.14) can be seen by replacing $X = \chi + s$ and $x = \chi + s + u$. We emphasize that the shape displacement $s$ has been explicitly incorporated into the weak form of Eq. (3.14), in contrast to Eq. (3.13), a fact that makes optimization possible.

For finite element discretization, let $u^h(\chi) = \sum s_i n_i(\chi)$ be the discretized solution. Let $U = \{ u_l \} \in \mathbb{R}^L$ be the vector of degrees of freedom. Eq. (3.14) can be discretized into

$$
K(U, S) = 0,
$$

$$
K : \mathbb{R}^L \times \mathbb{R}^N \rightarrow \mathbb{R}^L.
$$

(3.17)
In FEniCS, codes are written in a concise and near-math fashion. With the energy functional (Eq. (3.12)), FEniCS is able to derive its first variation (Eq. (3.13)) automatically. This automatic differentiation feature is enabled due to the UFL component [128] of the package. The procedures for linearization of Eq. (3.17) for Newton’s method to solve are also automated, whose details we omit. It is noted that the CMMs may undergo extreme deformations, where Newton’s method often fails to converge. Therefore alternative methods must be applied such as dynamic relaxation [137] or arc-length method [138]. In this work, we adopt the dynamic relaxation solver originally developed in [139].

3.3.3 Adjoint optimization

To this point, we state the optimization problem that is the main focus of this work, and we use the adjoint method to compute the gradient for efficient optimization algorithms. Formally, we aim to solve the following optimization problem with \( J \) being some objective functional depending on \( u \):}

\[
\min_{\alpha \in \mathbb{R}^K} J(u),
\]

where the design parameter \( \alpha \) is implicitly linked to \( u \) by the PDEs described in the forward problem. The discretized counterpart of the optimization problem can be stated as

\[
\min_{\alpha \in \mathbb{R}^K} J(U).
\]
Here is a chain of the dependency relationship of the involved variables:

Original forward problem: \( \alpha \rightarrow b \rightarrow s \rightarrow u \rightarrow J \), \hspace{1cm} (3.20a)

Discretized forward problem: \( \alpha \rightarrow B \rightarrow S \rightarrow U \rightarrow J \). \hspace{1cm} (3.20b)

The maps from \( \alpha \) to \( b \) and from \( u \) to \( J \) are explicit, hence the derivatives are straightforward to compute. In contrast, the maps from \( b \) to \( s \) and from \( s \) to \( u \) are implicitly defined by the forward PDEs mentioned in the two major steps.

We define the reduced functional \( \hat{J}(\alpha) = J(U) \) to be the objective function directly represented by \( \alpha \). The goal is to compute the total gradient \( \frac{d\hat{J}}{d\alpha} \). We first derive the tangent linear equations from Eq. \( (3.11) \) and Eq. \( (3.17) \):

\[
\begin{align*}
\frac{\partial G(S,B)}{\partial S} \frac{dS}{dB} &= -\frac{\partial G(S,B)}{\partial B}, \hspace{1cm} (3.21a) \\
\frac{\partial K(U,S)}{\partial U} \frac{dU}{dS} &= -\frac{\partial K(U,S)}{\partial S}. \hspace{1cm} (3.21b)
\end{align*}
\]

Therefore

\[
\frac{d\hat{J}}{d\alpha} = \frac{dJ}{dU} \frac{dU}{dS} \frac{dS}{dB} \frac{dB}{d\alpha} = \frac{\lambda_u}{\lambda_s} \hspace{1cm} \frac{dJ}{dU} \frac{dK}{dS} \left( -\frac{\partial G}{\partial S} \right) \frac{dB}{d\alpha}
\]

\hspace{1cm} (3.22)

can be computed efficiently with the adjoint equations

\[
\begin{align*}
\frac{\partial K^*}{\partial U} \lambda_u &= \frac{dJ^*}{dU}, \hspace{1cm} (3.23a) \\
\frac{\partial G^*}{\partial S} \lambda_s &= \frac{\partial K^*}{\partial S} \lambda_u. \hspace{1cm} (3.23b)
\end{align*}
\]

We perform adjoint optimization based on dolfin-adjoint \[140\], an open-source library that interfaces with FEniCS for deriving the discrete adjoint and tangent linear models from a forward model.
3.3.4 Verification of the total gradients

We use Taylor test to verify the correctness of the computed gradient. Given a perturbation $\delta \alpha$, Taylor’s theorem states that for residuals to decrease, the rate of convergence is 1 by a zeroth-order expansion

$$r_{\text{zeroth}} = |\tilde{J}(\alpha + h\delta \alpha) - \tilde{J}(\alpha)| \to 0 \text{ at } \mathcal{O}(h), \quad (3.24)$$

and the convergence rate is 2 by a first-order expansion

$$r_{\text{first}} = |\tilde{J}(\alpha + h\delta \alpha) - \tilde{J}(\alpha) - h \frac{d\tilde{J}}{d\alpha} \cdot \delta \alpha| \to 0 \text{ at } \mathcal{O}(h^2). \quad (3.25)$$

We conduct a case study to pass the Taylor test. For the forward problem, we follow the parameters used in Fig. 3.4 and choose the design variable $\alpha = (\xi_1, \xi_2, \phi_0) = (-0.05, -0.05, 0.55)$. Then the shape displacement $s$ can be determined, based on which we impose the macroscopic deformation gradient $\bar{H} = \begin{bmatrix} 0 & 0.1 \\ 0 & -0.1 \end{bmatrix}$ to compute the material displacement $u$. For adjoint optimization, we define the objective functional to be the total stored strain energy $\mathcal{J}(u) = \int_{B} W \, dX$. The optimization problem is understood as to find an optimal pore shape such that when the RVE is subject to a certain macroscopic deformation gradient condition, the stored elastic energy should be minimized.

We set $h = 10^{-5}, 5 \times 10^{-6}, 2.5 \times 10^{-6}, 1.25 \times 10^{-6}$, and $\alpha$ to be along the directions of $\xi_1, \xi_2, \phi_0$ separately. The convergence results are shown in Fig. 3.5. As expected, the residuals of the first order expansion decrease at a rate proportional to 2, which validates the total gradients.
3.4 Numerical Examples

The CMMs studied in this research have wide applications due to their unique mechanical properties. In this section, we apply MSOM to solve three representative optimization problems: designing metamaterials with negative Poisson’s ratio, controlling critical load for buckling, and maximizing band gaps for phononic structures. Compared with traditional approaches that often perform heuristic search for optimal structures, MSOM guides the optimization with gradients and is much more efficient.

The presentations of the three numerical examples are structured to follow the same pattern. We first discuss the background and significance of the application. Then the forward problem is introduced. The final part is to bring up the optimization problem and use MSOM for solutions.

3.4.1 Negative Poisson’s ratio

CMMs exhibit negative Poisson’s ratio behavior when under compression [2, 20]. The auxetic behavior is triggered by an elastic instability that leads to a pattern transformation. It is uncovered that pore shapes play an important role in the mechanical
response of the CMMs \[^{92}\]. Yet, a sensitivity computation that quantitatively reflects how the auxetic behavior is affected by the change of pore shape is lacking. We address this question by formulating the problem into the framework of MSOM.

Consider imposing a fixed macroscopic displacement gradient $\mathbf{H} = \begin{bmatrix} -0.04 & 0 \\ 0 & -0.1 \end{bmatrix}$ condition to a RVE parameterized by $\alpha$ and solving for the equilibrium displacement field $\mathbf{u}$. The forward problem follows the formulations of Step 1 and Step 2 in Section \[^{3.3.2}\]. It is useful to consider the macroscopic first Piola-Kirchhoff stress

$$\mathbf{P} = V^{-1} \int_{B_X} \mathbf{P} \, d\mathbf{X},$$

(3.26)

where $V = 4L_0^2$ is the total volume for a RVE including the voids. We define the effective Poisson’s ratio to be

$$\nu = -\frac{H_{11}}{H_{22}}.$$  

(3.27)

The effective Poisson’s ratio only makes sense when $H_{11}$ vanishes. Therefore, the optimization problem is formulated as

$$\min_{\alpha \in \mathbb{R}^K} P_{11}^2.$$  

(3.28)

The optimization problem essentially seeks a solution (an optimal pore shape) that enables the RVE to have a prescribed effective Poisson’s ratio $\nu = -\frac{H_{11}}{H_{22}} = 0.4$. By MSOM, we obtain the gradient of the objective function, which is then passed to standard optimization algorithms L-BFGS-B \[^{141, 142}\] with lower and upper bounds for design variables to avoid nonphysical solutions. The optimization results are demonstrated in Fig. \[^{3.6}\] (b). As shown, the objective value decreases to almost zero in only several steps, indicating that a pore shape for $P_{11} \approx 0$ has been found. The optimization step is counted each time L-BFGS-B queries a gradient computation.
To view the results through a different lens, we compute the macroscopic strain energy density $\overline{W}$ via the average $\overline{W}$ over the RVE:

$$\overline{W} = V^{-1} \int_{\mathbb{R}^3} W \, d\mathbf{X}.$$ \hfill (3.29)

The macroscopic first Piola-Kirchhoff stress can alternatively be derived as

$$\overline{\mathbf{P}} = \frac{\partial \overline{W}}{\partial \mathbf{F}}.$$ \hfill (3.30)

In our problem, it is expected that for the optimal RVE we have $\overline{\mathbf{P}}_{11} = \frac{\partial \overline{W}}{\partial \mathbf{F}_{11}} \approx 0$ at $\overline{H}_{11} = -0.04$. Therefore we fix $\overline{H}_{12} = 0$, $\overline{H}_{21} = 0$, and $\overline{H}_{22} = -0.1$ to run the forward problems with varying $\overline{H}_{11}$ and show $\overline{W}$ in Fig. 3.6 (a). We see that $\overline{W}$ achieves a local extreme at $\overline{H}_{11} = -0.04$, hence by first order condition $\overline{P}_{11} \approx 0$, justifying our statement.

Figure 3.6: Optimization results for a RVE with specified negative Poisson’s ratio. (a) The normalized macroscopic strain energy density for the optimal RVE with varying $\overline{H}_{11}$. The three RVEs correspond to $\overline{H}_{11} = -0.08$, $\overline{H}_{11} = -0.04$, and $\overline{H}_{11} = 0$. (b) The optimization iterations. The three RVEs correspond to the first two iterations and the final iteration.

The energy density plot in Fig. 3.6 (a) shows that the optimal RVE achieves a local minimum at $\overline{H}_{11} = -0.04$ among all possible $\overline{H}_{11}$ values, which means that the
RVE is at a stable equilibrium under this macroscopic condition. It is of interest to test if a similar behavior exists when varying along the shear direction, i.e., fixing other components but adjusting $H_{12}$. Therefore we consider imposing a macroscopic displacement gradient $\mathbf{H} = \begin{bmatrix} 0 & 0.3 \\ 0 & -0.125 \end{bmatrix}$ condition to a RVE. The optimization problem is formulated as

$$\min_{\alpha \in \mathbb{R}^K} P_{12}^2.$$  

The physical meaning of this problem is to find an optimal pore shape such that the RVE achieves a stable equilibrium at $H_{12} = 0.3$. As shown in Fig. 3.7 (b), the objective value decreases to almost zero quickly. To validate the optimization results, we fix $H_{11} = 0$, $H_{21} = 0$, and $H_{22} = -0.125$ to run the forward problems with varying $H_{12}$ and show $W$ in Fig. 3.7 (a). It is observed that $W$ achieves a local minimum at $H_{12} = 0.3$ among all possible $H_{12}$ values, thereby validating the RVE is at a stable equilibrium.

Figure 3.7: Optimization results for the shear test. (a) The normalized macroscopic strain energy density for the optimal RVE with varying $H_{12}$. The three RVEs correspond to $H_{12} = 0$, $H_{12} = 0.3$, and $H_{12} = 0.6$. (b) The optimization iterations. The three RVEs correspond to the first two iterations and the final iteration.
3.4.2 Buckling control

To understand the buckling behavior of CMMs under external loading, we investigate the stability of RVEs. Without loss of generality, we consider biaxial compression for RVEs. Specifically, we assume the macroscopic displacement gradient $\overline{H} = \begin{bmatrix} -\lambda & 0 \\ 0 & -\lambda \end{bmatrix}$, where $\lambda \geq 0$ is the monotonically increasing load parameter. It is observed that when $\lambda$ is small, the RVE achieves a stable equilibrium. With increased $\lambda$, the geometric and material nonlinearities start to affect the stability of the system. Upon reaching a critical value of $\lambda$, the RVE loses stable equilibrium and bifurcates to a certain mode for new stable equilibrium.

The onset of instabilities can be tracked with eigenfrequency analysis. Buckling occurs when an initial negative eigenvalue appears, indicating the system fails to maintain the stable equilibrium. To perform eigenfrequency analysis, we introduce a small time-dependent perturbation $\delta u$ superimposed to a base state displacement $u = \overline{H} \cdot X$. Rigorously speaking, the base displacement should satisfy the equilibrium condition. Here the condition is approximated, but for the sake of simplicity the method is still helpful for the understanding of material behaviors. The incremental displacement $\delta u$ satisfies the governing equations:

$$\nabla_X \cdot \delta P = \rho_0 \frac{\partial^2 \delta u}{\partial t^2} \bigg|_X \quad \text{in} \ B_X,$$

(3.32)

where $\rho_0$ is the mass density in the material configuration, and $\delta P$ is the increment of the first Piola-Kirchhoff stress due to $\delta u$,

$$\delta P = \mathbb{L} : \nabla_X \delta u,$$

(3.33)
where $\mathbb{L}$ is the fourth-order tangent modulus tensor whose components are given by

$$L_{ijkl} = \frac{\partial^2 W}{\partial F_{ij} \partial F_{kl}}.$$  

We see that $\delta u$ is a harmonic oscillation, i.e.,

$$\delta u = \tilde{u} \exp(-i\omega t), \quad (3.34)$$

where $(\omega^2, \tilde{u})$ is a pair of eigenvalue and eigenfunction to the eigenvalue problem represented by Eq. (3.32). The weak form states that find $\tilde{u}$ such that $\forall \tilde{v}$

$$\int_{B_X} \nabla_X \tilde{v} : \mathbb{L} : \nabla_X \tilde{u} \, dX = \rho_0 \omega^2 \int_{B_X} \tilde{u} \cdot \tilde{v} \, dX. \quad (3.35)$$

For adjoint optimization, the dependency of the shape displacement $s$ must be explicit. Therefore we transform the weak form in Eq. (3.35) from the material domain $B_X$ to the referential domain $B_\chi$ to obtain

$$\int_{B_\chi} \nabla_\chi \tilde{v} \cdot (\nabla_\chi X)^{-1} : \mathbb{L} : \nabla_\chi \tilde{u} \cdot (\nabla_\chi X)^{-1} \det(\nabla_\chi X) \, d\chi = \rho_0 \omega^2 \int_{B_\chi} \tilde{u} \cdot \tilde{v} \det(\nabla_\chi X) \, d\chi. \quad (3.36)$$

The finite element discretization yields the following discrete eigenvalue problem:

$$A(S)V = \omega^2 M(S)V,$$

$$A : \mathbb{R}^N \to \mathbb{R}^L \times \mathbb{R}^L,$$

$$M : \mathbb{R}^N \to \mathbb{R}^L \times \mathbb{R}^L,$$

where $V \in \mathbb{R}^L$ is the eigenvector paired with the eigenvalue $\omega^2$. The generalized eigenvalue problem is solved with SLEPC [143], a software library for the solution of large scale sparse eigenvalue problems. The matrix $A$ and $M$ are real symmetric, hence the eigenvalues are all real numbers.
Consider a representative pore shape \( \alpha = (\xi_1, \xi_2, \phi_0) = (0, 0, 0.5) \). We load the RVE from \( \lambda = 0 \) to \( \lambda = 0.05 \) with a incremental step of 0.0025. For each loading step, we solve the eigenvalue problem posed in Eq. (3.37). The eigenvalues and eigenmodes are plotted with respect to load parameters in Fig. 3.8. As shown, we record three major eigenvalues with their eigenmodes. The eigenvalue represented by the blue curve is repeated and has two distinct eigenmodes. The eigenvalue by the red curve is the dominant one that first approaches zero at \( \lambda_{cr} \approx 0.0125 \). The RVE therefore buckles towards the dominant eigenmode at this critical load.

![Figure 3.8: Numerical study of the instability of a RVE with a circular pore shape. The left plot shows the evolution of eigenvalues \( \omega^2 \) at different levels of compression (increasing the load parameter \( \lambda \)) for the RVE with initial porosity. The right legends show the deformation of RVEs with corresponding eigenmodes.](image)

The discussions above are on the forward problem. Namely, given the pore shape and loading conditions, compute the buckling load \( \lambda_{cr} \). We remind the readers that forward problem actually contains two major steps. The first step solves for the shape displacement \( s \) that exactly follows Step 1 in Section 3.3.2 so the formulation is omitted in this subsection. The second step is different from Step 2 in Section 3.3.2. We have derived from Eq. (3.32) to Eq. (3.37) to present the formulation of the second step.
As the challenge to address, we aim to solve the following design problem: given a critical load parameter, find the pore shape that exactly buckles precisely at this loading condition. Formally, we propose the optimization problem

$$\min_{\alpha \in \mathbb{R}^K} \left( \omega_{\text{dom}}^2 \right)^2, \quad (3.38)$$

where $\omega_{\text{dom}}^2$ is the dominant eigenvalue at a prescribed load parameter $\lambda_{\text{cr}}$. The objective function is basically a penalty term that drives $\omega_{\text{dom}}^2$ to vanish at $\lambda_{\text{cr}}$, interpreted in the sense that the RVE buckles at $\lambda_{\text{cr}}$. To avoid unnecessary difficulties, we fix $\xi_1 = 0$ and $\xi_2 = 0$ (pore shape is a perfect circle), only to optimize over porosity $\phi_0$, which suffices to produce satisfactory optimization results. The load parameter is set to be $\lambda_{\text{cr}} = 0.02$. After optimization, we load the RVE again with the optimal porosity $\phi_0$. As shown in Fig. 3.9 (a), the dominant eigenvalue (represented by the red curve) intersects the zero axis exactly at $\lambda = 0.02$, indicating that the RVE buckles at this critical load. The objective values and the porosity values during optimization iterations are plotted in Fig. 3.9 (b), showing a relatively quick and steady convergence.

As a remark, when computing the gradient of the objective function in Eq. (3.38), we have adopted a key formula [144] for evaluating the derivative of an eigenvalue

$$\frac{d\omega^2}{dS} = \frac{V^* \left( \frac{dA}{dS} - \omega^2 \frac{dM}{dS} \right) V}{V^* M V}, \quad (3.39)$$

where $(\omega^2, V)$ is a pair of eigenvalue and eigenvector.
Figure 3.9: Optimization results of the circular pore shape RVE for controlling critical buckling load. (a) The evolution of eigenvalues $\omega^2$ at different levels of compression (increasing the load parameter $\lambda$) for the RVE with optimal porosity. (b) The optimization iterations showing the objective values and the porosity values.

In the next numerical example, we choose another representative pore shape so that $\xi_1 = -0.2$ and $\xi_2 = 0.1$ (see Fig. 3.1) are fixed. The change of pore shape leads to a distinct buckling behavior. Similarly, we load the RVE with increasing $\lambda$ from 0 to 0.05 and the results are shown in Fig. 3.10. If we compare the eigenmodes in Fig 3.8 with those in Fig 3.10 we can see that the third eigenmode stays the same, but the first eigenmode(s) and the second eigenmode(s) are exchanged. For the newly selected pore shape, the dominant eigenmodes are under a repeated eigenvalue. By inspecting the intersection point of the dominant eigenvalue (the red curve) with the zero axis, we find that the RVE loses stability at $\lambda \approx 0.0175$. 
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The optimization problem is posed using the same objective function as in Eq. (3.38). However, the dominant eigenvalue and eigenvector should be changed accordingly. We set the desired critical load parameter $\lambda_{cr} = 0.03$ and perform adjoint optimization. We then load the RVE again with the optimized porosity $\phi_0$. As shown in Fig. 3.11 (a), the dominant eigenvalue (represented by the red curve) intersects the zero axis exactly at $\lambda = 0.03$, validating the optimization results. The objective values and the porosity values during optimization iterations are plotted in Fig. 3.11 (b), showing a quick convergence.
3.4.3 Maximizing band gaps

Periodic structures have the potential to manipulate the propagation of waves through band gaps, frequency ranges in which the propagation of elastic waves is significantly attenuated [145, 146, 147]. Band gaps property of periodic structures have been used with wide applications in designing frequency modulators [148], noise controllers [149], and vibration isolators [150]. An example of such periodic structures is given by CMMs, the subject of this study, whose pores are periodically arranged in an elastomer. Previous studies show that the propagation of elastic waves in CMMs are affected by geometric features (e.g., porosity [151]), material nonlinearities [152], and external loadings that cause the structure to undergo large deformations [153]. In discoveries of novel structures with optimal wave-guiding properties though, these approaches are often heuristic and the design process follows the pattern of trial-and-error loops. We use MSOM for gradient-based rational designs of CMMs that achieve maximum band gaps by optimizing pore shapes.
We focus on CMMs with infinite extent characterized by a RVE, which is specified by the lattice vector $a_1 = (2L_0, 0)$ and $a_2 = (0, 2L_0)$, as shown in Fig. 3.12 (a). The reciprocal lattice in Fig. 3.12 (b) is identified by the reciprocal lattice vectors

$$b_1 = 2\pi \frac{a_2 \times z}{\|z\|^2}, \quad b_2 = 2\pi \frac{z \times a_1}{\|z\|^2},$$

(3.40)

where $z = a_1 \times a_2$. It follows that $a_i \cdot b_j = 2\pi \delta_{ij}$, where $\delta_{ij}$ is the Kronecker delta.

![Figure 3.12: (a) Point lattice. (b) Reciprocal lattice and irreducible Brillouin zone (yellow triangle GXM).](image)

Bloch wave analysis applied to periodic structures gives the form of small-amplitude elastic waves superimposed on a finite state of deformation

$$\delta u = \tilde{u}\exp(ik \cdot X)\exp(-i\omega t),$$

$$\tilde{u} = \tilde{u}_{re} + \tilde{u}_{im}i,$$

(3.41)

where $\tilde{u}$ is a periodic function of the unit cell, and $\exp(ik \cdot X)$ accounts for the phase change across each unit cell with $k$ being the Bloch-wave vector. Following the linear perturbation analysis by Eq. (3.32), we derive the corresponding weak form by the
Hermitian inner product with a test vector $\mathbf{v}$ written as\
\[ \mathbf{v} = \tilde{\mathbf{v}} \exp(-i\mathbf{k} \cdot \mathbf{X}), \]
\[ \tilde{\mathbf{v}} = \tilde{\mathbf{v}}_{\text{re}} - \tilde{\mathbf{v}}_{\text{im}}i. \] (3.42)

Omitting the imaginary part, the weak form states that find $(\tilde{\mathbf{u}}_{\text{rm}}, \tilde{\mathbf{u}}_{\text{im}})$ such that $\forall (\tilde{\mathbf{v}}_{\text{rm}}, \tilde{\mathbf{v}}_{\text{im}})$
\[
\int_{\mathbb{X}} \left( \nabla_{\mathbf{X}} \tilde{\mathbf{v}}_{\text{re}} : \mathbb{L} : \nabla_{\mathbf{X}} \tilde{\mathbf{u}}_{\text{re}} + \nabla_{\mathbf{X}} \tilde{\mathbf{v}}_{\text{im}} : \mathbb{L} : \nabla_{\mathbf{X}} \tilde{\mathbf{u}}_{\text{im}} + \tilde{\mathbf{v}}_{\text{re}} \otimes \mathbf{k} : \mathbb{L} : \tilde{\mathbf{u}}_{\text{re}} \otimes \mathbf{k} + \tilde{\mathbf{v}}_{\text{im}} \otimes \mathbf{k} : \mathbb{L} : \tilde{\mathbf{u}}_{\text{im}} \otimes \mathbf{k} + \nabla_{\mathbf{X}} \tilde{\mathbf{v}}_{\text{im}} : \mathbb{L} : \tilde{\mathbf{u}}_{\text{re}} \otimes \mathbf{k} - \nabla_{\mathbf{X}} \tilde{\mathbf{v}}_{\text{re}} : \mathbb{L} : \tilde{\mathbf{u}}_{\text{im}} \otimes \mathbf{k} - \tilde{\mathbf{v}}_{\text{im}} \otimes \mathbf{k} : \mathbb{L} : \nabla_{\mathbf{X}} \tilde{\mathbf{u}}_{\text{re}} + \tilde{\mathbf{v}}_{\text{re}} \otimes \mathbf{k} : \mathbb{L} : \nabla_{\mathbf{X}} \tilde{\mathbf{u}}_{\text{im}} \right) d\mathbf{X}
\]
\[= \rho_0 \omega^2 \int_{\mathbb{X}} (\tilde{\mathbf{v}}_{\text{re}} \cdot \tilde{\mathbf{u}}_{\text{re}} + \tilde{\mathbf{v}}_{\text{im}} \cdot \tilde{\mathbf{u}}_{\text{im}}) d\mathbf{X}. \] (3.43)

The weak form of Eq. (3.43) is then transformed to the referential configuration so that the dependency of the shape displacement $\mathbf{s}$ is explicit. The final discrete system is an eigenvalue problem as the following

\[ \mathbf{N}(\mathbf{S}) \mathbf{W} = \omega^2 \mathbf{M}(\mathbf{S}) \mathbf{W}, \]
\[ \mathbf{N} : \mathbb{R}^N \to \mathbb{R}^{2L} \times \mathbb{R}^{2L}, \]
\[ \mathbf{M} : \mathbb{R}^N \to \mathbb{R}^{2L} \times \mathbb{R}^{2L}, \] (3.44)

where $\mathbf{V} \in \mathbb{R}^{2L}$ is the eigenvector paired with the eigenvalue $\omega^2$. Eq. (3.43) is for a fixed $\mathbf{k}$, and the angular frequency $\omega$ is a function of $\mathbf{k}$. Due to symmetries, we only need to consider $\omega(\mathbf{k})$ in the irreducible Brillouin zone as shown by the triangle $GXM$ in Fig. 3.12(b).

In this numerical example, the forward problem involves three major steps. The first two steps exactly follow Step 1 and Step 2 in Section 3.3.2 namely, we first solve...
for the shape displacement $s$ to obtain the pore shape, and then we solve for a base state displacement field $u$ at equilibrium under a specified external loading condition. Specifically for the loading condition, we assume the macroscopic displacement gradient $H = \begin{bmatrix} -\lambda & 0 \\ 0 & -\lambda \end{bmatrix}$, where $\lambda \geq 0$ is given. The third step as discussed in this subsection is a linear perturbation operation and we solve an eigenvalue problem for the angular frequency $\omega$ under a given $k$.

As a first case to study, we set $\alpha = (0, 0, 0.5)$ (circular pore shape with porosity 0.5), and the external loading condition to be free ($\lambda = 0$). We run the forward model for a set of Block-wave vectors in the irreducible Brillouin zone. The normalized frequencies $\overline{\omega} = \frac{\omega L}{\pi c_T}$ ($c_T = (\mu/\rho_0)^{\frac{1}{2}}$ is the shear wave speed) are plotted against the reduced wave vectors in the band diagram, shown in Fig. 3.13 (a). As noticed, there appears a band gap at the normalized frequency from 1.39 to 1.58. The band gap width is around 0.19.

The optimization goal is to maximize the band gap. By observation, the band gap is between the 12th and 13th frequencies. Denote the $i$th normalized frequency by $\overline{\omega}_i(k)$. We state the optimization problem as

$$\min_{\alpha \in \mathbb{R}^K} \left( \max(\Omega_{\text{low}}) - \min(\Omega_{\text{high}}) \right)$$

(3.45)

where

$$\Omega_{\text{low}} = \left\{ \overline{\omega}_i(k) \mid i \in \{1, 2, \ldots, 12\}, k \in [G \rightarrow X \rightarrow M \rightarrow G] \right\},$$

(3.46a)

$$\Omega_{\text{high}} = \left\{ \overline{\omega}_i(k) \mid i \in \{13, 14, \ldots, 16\}, k \in [G \rightarrow X \rightarrow M \rightarrow G] \right\}.$$  

(3.46b)

In the objective function of Eq. (3.45), the “max” and “min” operators are not differentiable. We apply the LogExpSum (LSE) trick to get a smoothed maximum
operator, namely,

$$\max\{x_i\}_{i=1}^n \approx \frac{1}{\beta} \log \left( \sum_{i=1}^n \exp(\beta x_i) \right),$$  \hspace{1cm} (3.47)

where $\beta$ is a large constant that makes the approximation tight. The evaluation of LSE requires numerical hacks to avoid large number overflow due to the exponentials in the function \[159\]. When computing the total gradient of the objective function, Eq. (3.39) is adopted for computing derivatives of eigenvalues.

---

**Figure 3.13:** Band diagrams for RVEs with no deformation ($\lambda = 0$) (a) before optimization and (b) after optimization. The normalized frequency $\bar{\omega}$ is plotted against the reduced wave vector $\vec{k}$. The gray area shows the band gap that forbids wave propagation.

The optimization iterations are shown in Fig. 3.14, where the initial RVE corresponds to the band diagram in Fig. 3.13 (a) and the optimal RVE corresponds to the band diagram in Fig. 3.13 (b). The optimized band gap forbids frequencies from 1.07 to 1.54, forming a band gap of width around 0.47. The width of the band gap is increased by 143%, showing a successful optimization result.
It is pointed out by \[153\] that wave propagation in CMMs is affected when the structure undergoes large deformation. For completeness, we perform a second numerical experiment including deformations of RVE in the sense that we set the loading condition to be \( \lambda = 0.1 \). Before optimization, the band diagram is shown in Fig. 3.15 (a), where we observe a band gap of width around 0.35. After optimization, the band gap (see Fig. 3.15 (b)) is increased to 0.51, an improvement of around 45%. The corresponding RVEs before and after optimization are found in Fig. 3.16, where optimization iterations are shown. The optimization is still effective, but the improvement is not as significant as when the RVE is undeformed.
Figure 3.15: Band diagrams for RVEs with deformation ($\lambda = 0.1$) (a) before optimization and (b) after optimization. The normalized frequency $\overline{w}$ is plotted against the reduced wave vector $\vec{k}$. The gray area shows the band gap that forbids wave propagation.

Figure 3.16: The optimization iterations for the case with RVE deformations ($\lambda = 0.1$). The left RVE corresponds to the initial pore shape and the right RVE corresponds the optimized pore shape that maximizes the band gap.
3.5 Conclusions

In this work, we proposed a mapped shape optimization method (MSOM) for the rational design of soft cellular metamaterials under large deformation. The geometry of the metamaterials are parametrized by several key parameters that are used for optimization. Finite element computation is performed over a referential configuration Then, an adjoint-based optimization scheme is developed based on the FEM set-up. Benchmark problems are used to demonstrate the convergence properties of the proposed MSOM, which shows apparent advantages. We used our MSOM to solve several important problems in the design of CMM’s, including optimization of the negative Poisson’s ratio, precise control over the instability point of the structures, and arbitrary tunability of the band structures of phononic CMM’s. In all of these problems, MSOM can not only solve the problem, but solve them efficiently. In conclusion, the proposed MSOM can be a useful tool for advanced optimization purposes in CMM’s.
Chapter 4

Machine Learning Generative Models for Designing Composite Mechanical Metamaterials

This chapter studies the inverse design problems of composite mechanical metamaterials. We apply machine learning enabled approaches for optimal design of metamaterials with arbitrary overall elastic moduli. Unlike previous chapters that consider finite strain deformations, we only stick to the assumption of small displacement and linear elasticity in this chapter. The designed samples are fabricated with additive manufacturing techniques, and the mechanical properties are experimentally validated.

4.1 Introduction

Architected with multi-level structures, mechanical metamaterials exhibit unique macroscopic properties such as being ultralight and ultrastiff [1], pentamodal [160], auxetic [2], etc. The rapid growth of this field has been partly fueled by the advancement of manufacturing technologies such as additive manufacturing [13] [14], which
enables fast prototyping and economic small-scale production of materials with specific microstructures [15]. Among them, the emerging technique of multi-material 3D printing [161] reveals a promising direction of designing novel composite solids by combining multiple base materials with distinct properties [162, 163].

We focus on elastic moduli control, an important subject in designing mechanical metamaterials [164]. The goal is to design a representative volume element (RVE) composed of different base materials so that when the RVEs are periodically arranged into a lattice structure, the macroscopic elastic moduli achieve a desired set of values. Central to the design problems is the appropriate parametric representation of RVE structures. Standard topology optimization methods suffer from being computationally expensive due to voxel level parametrization [67]. To avoid direct parametrization of voxels, [68] pre-defines a set of manually constructed microstructure families and base the design on these templates. Still, traditional approaches like this need to go through trial-and-error design loops which involve domain expertise and intensive labor. Establishing an optimization framework where design parameters are selected automatically without human interference remains challenging. Those parameters must live in a relatively low dimensional space feasible for optimization while not losing their representation power. Our proposed optimization framework addresses the challenge using machine learning techniques.

Over the past few years, groundbreaking advances in machine learning provide new insight into the development of robust design strategies, particularly in mechanics, materials and structures [89, 165, 87]. New paradigms have emerged where complicated data structures are compressed into an effective lower dimensional space and designs are instead performed over such reduced space. This usually requires coupling of a generative model that maps from the reduced space to the original data space and a gradient-free optimization algorithm that operates over the reduced space. Variational autoencoders (VAEs) [75] and generative adversarial networks (GANs) [166]
are the two most popular generative models. Bayesian optimization (BayesOpt) \cite{76}, a sequential design strategy to seek global optimum, is usually adopted to couple with the generative models for optimization. Representative works using this coherent design strategy include but not limited to discovery of new molecules with desired properties \cite{41}, shape optimization for minimal drag force in fluid dynamics \cite{72}, finding optimal optical performance of composite materials \cite{73}, improvement in solution efficiency for heat conduction \cite{74}, etc.

In this work we propose an optimization framework that automates the procedures of designing composite mechanical metamaterials. We adopt VAEs to compress RVE images that describe the spatial distribution of base materials to a reduced latent space. As generative models, VAEs also provide a venue to recover RVE images from the latent space. We then use BayesOpt to find an optimal RVE configuration that fulfills the prescribed design goal. Within each iteration of BayesOpt, we need to compute the macroscopic elastic moduli. We take a systematic approach known as homogenization, a well established technique \cite{93, 94, 95, 97}, for the evaluation of the effective macroscopic elastic moduli. After the optimization loop, we use multi-material 3D printing to fabricate samples and experimentally measure their elastic moduli for validation. Quantitative comparisons show that our scheme is applicable and reliable.

4.2 Computational Homogenization for Linear Elasticity

Before proceeding to the design problem, we introduce the computational homogenization scheme, a key step in each iteration of BayesOpt. We consider a linear elasticity problem over a domain $\Omega \subset \mathbb{R}^2$. The problem (in the absence of body
force) reads: Find the displacement field \( u : \Omega \rightarrow \mathbb{R}^2 \) such that

\[
\nabla \cdot \sigma = 0 \quad \text{in} \ \Omega, \\
u = u_b \quad \text{on} \ \partial \Omega^D, \\
\sigma \cdot n = t \quad \text{on} \ \partial \Omega^N,
\]

(4.1)

where \( \sigma \) is the stress tensor, \( u_b \) is a known function defined on \( \partial \Omega^D \), \( n \) is the unit outward normal, \( t \) is the traction applied on the boundary \( \partial \Omega^N \), \( \partial \Omega^N \cup \partial \Omega^D = \partial \Omega \) and \( \partial \Omega^N \cap \partial \Omega^D = \emptyset \). The constitutive model can be defined by a strain energy density function

\[
W = \frac{1}{2} \varepsilon : C : \varepsilon,
\]

(4.2)

where \( \varepsilon = \frac{1}{2}(\nabla u + \nabla u^\top) \) is the strain tensor and \( C \) is the fourth order constitutive tensor.

The above formulation is based on a single, homogeneous material. Our composite solids are composed of multiple materials. The overall mechanical properties may significantly differ from each of the base material. Computational homogenization is a systematic approach to obtain “averaged” macroscopic mechanical properties. At the macroscopic level, we formulate the homogenized constitutive relationship as

\[
\overline{W} = \frac{1}{2} \overline{\varepsilon} : \overline{C} : \overline{\varepsilon},
\]

(4.3)

where \( \overline{\square} \) denotes a macroscopic quantity. Given \( C \) for each base material and RVE configuration of how they form the composite solid, our goal is to compute the macroscopic constitutive tensor \( \overline{C} \). We follow the treatment by [66], where the principle for homogenization is that the total strain energy stored in the RVE computed via Eq. 4.2
and Eq. 4.3 must be equal for arbitrarily imposed macroscopic strain conditions. For further details about computational homogenization of linear elasticity, see 4.4.

In this work, the composite solids are made from two base materials: a commercial hard polyurethane (RPU) with measured Young’s modulus $E_h = 1300\text{MPa}$ and Poisson’s ratio $\nu_h = 0.23$ and a custom soft silicone (SilDN) [167] with $E_s = 0.12\text{MPa}$ and $\nu_s = 0.33$. We make plane stress assumption throughout the work. We further restrict the composite solids to preserving cubic symmetry as shown in Fig. 4.1. It can be shown that under these assumptions the constitutive tensor $\mathbf{C}$ are fully described by three independent elastic moduli [168, 169]. For example, it is common to pick Young’s modulus $E$, shear modulus $G$ and Poisson’s ratio $\nu$ as a complete set of description, in which case the macroscopic stress-strain relationship simplifies to

$$
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix} =
\begin{bmatrix}
\frac{E}{1-\nu^2} & \frac{\nu E}{1-\nu^2} & 0 \\
\frac{\nu E}{1-\nu^2} & \frac{E}{1-\nu^2} & 0 \\
0 & 0 & 2G
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
2\varepsilon_{12}
\end{bmatrix}.
$$

(4.4)

As shown in Fig. 4.1 we summarize the computational homogenization problem as to find out the macroscopic elastic moduli $\{E, \nu, G\}$ given an image-like description (binary pixel values indicating base material information) of a RVE. The computational homogenization technique requires the use of the Finite Element Method (FEM). We choose the open source FEM software FEniCS [170] for the implementation.
Figure 4.1: Computational homogenization setup. Leftmost is a composite solid composed of two base materials RPU and SilDN, with elastic moduli \( \{E_h, \nu_h\} \) and \( \{E_s, \nu_s\} \) respectively. A magnified RVE is also shown for clarity. Rightmost is the homogenization function, treated as a black-box function that takes the input of an image representation of a RVE and yields the output of the set of homogenized macroscopic elastic moduli \( \{E, \nu, G\} \).

4.3 Composite Mechanical Metamaterials for Elasticity Control

One can view computational homogenization as a “forward problem” in that a description of RVE is given and the aim is to find the macroscopic elastic moduli \( \{E, \nu, G\} \). On the contrary, the design problem seeks an optimal RVE in order to achieve a prescribed set of macroscopic elastic moduli, so it is helpful to think about the design problem as an “inverse problem”. In our problem, the design space is the set of binary images, immediately leading to an intractable, high dimensional combinatorial optimization problem. We tackle the challenge by learning a reduced representation of the image data, and performing optimization over this low dimensional space instead. Once we obtain the optimal design, we use 3D printing to fabricate the corresponding composite solids and measure the macroscopic mechanical properties experimentally for validation.
Figure 4.2: The proposed optimization framework. Step 1: Draw samples from a random process to build the artificial database of RVE images (28 × 28 pixels for each image). Step 2: Train a VAE so that it generates realistic output samples. By flipping the 28 × 28 images twice we obtain the 56 × 56 RVE images that preserve symmetry. Step 3: BayesOpt towards optimal design of a RVE that achieves the prescribed macroscopic elastic moduli.

4.3.1 Bayesian optimization over reduced space

The overall design flow is presented in Fig. 4.2. We prepare an artificial image database and train the VAE to generate realistic images. BayesOpt operates over the reduced latent space learned by the VAE and couples with the homogenization procedure introduced in Section 4.2.

VAEs are among the family of latent-variable models [127]. The observable RVE image data can be considered as samples drawn from a probability distribution $p(x)$ where $x \in \mathcal{X}$ lives in a high dimensional space. Under the assumption, the high dimensional image data can be compressed into a low dimensional space without severe loss of information. We denote the associated low dimensional distribution as $p(z)$ where $z \in \mathcal{Z}$ is the latent variable. VAEs provide a principled approach for learning latent-variable models by jointly training over two parameterized neural network
models: the encoder or recognition model, and the decoder or generative model. VAEs generalize autoencoders and encourage the latent space to be continuous in producing valid decoded images, which qualifies as the design space for optimization.

We implement the VAE model in PyTorch [171], an open source deep learning platform. The input to the VAE are images of size \((batch, 1, 28, 28)\) while the output is of the same size. The input image database is constructed following a stochastic approach adopted in [172, 173]. The method thresholds a Gaussian random field (GRF) to generate realistic binary representations of RVEs. The width for the hidden layer is set to be 10, namely, \(Z = \mathbb{R}^{10}\). The encoder part consists of two convolutional and two dense layers. Similarly, the decoder consists of two dense layers followed by two deconvolutional layers. Right before the output layer we add an additional constraint to force diagonal symmetry on the output tensors. To generate new samples, we only need the decoder model. We draw random variables from a unit Gaussian distribution as the input to the decoder and threshold the decoded images to reconstruct the binary composition. Fig. 4.2 shows a gallery of generated RVE samples. A more detailed description on VAEs can be found in 4.4.

To further demonstrate the feasibility of optimizing over the latent space \(Z\), we draw 200 samples from \(p(z)\), obtain decoded RVE images, and perform computational homogenization. For visualization purpose, we use principal component analysis (PCA) [174] to compress the latent space into a 2-dimensional space and show the results in Fig. 4.3. As shown, the latent space demonstrates a continuous variation for the macroscopic Young’s modulus \(E\) and the macroscopic shear modulus \(G\), while a less clear trend is observed for macroscopic Poisson’s ratio \(\nu\). This is not surprising, though, as adjusting \(E\) or \(G\) is straightforward by allocating RPU (hard material) and SilDN (soft material) in different proportions to the RVE, yet to get a desired \(\nu\) is not immediately obvious from the perspective of a human expert. It is therefore expected that the optimization towards a tailored \(\nu\) be more difficult than \(E\) or \(G\).
We next show that coupled with BayesOpt, we are able to design a RVE that simultaneously achieves desired $E$ and $\nu$. Formally, we state our design problem as an optimization problem:

$$z^* = \arg \max_{z \in Z} f(z),$$

(4.5)

where $f(z) = \text{cost\_function}(\text{homogenization\_function}(\text{decoder\_function}(z)))$ is treated as a black-box function. The decoder\_function is the decoder part of the VAE model. The homogenization\_function is discussed in Section 4.2. We define cost\_function as

$$\text{cost\_function}([E, \nu, G]) = e^{- (\hat{E} - \hat{E}_t)^2 - (\hat{\nu} - \hat{\nu}_t)^2},$$

(4.6)

where

$$\hat{E} = \frac{\log(E) - \log(E_s)}{\log(E_h) - \log(E_s)}, \quad \hat{\nu} = \frac{\nu - \nu_h}{\nu_s - \nu_h}, \quad \hat{E}_t = \frac{\log(E_t) - \log(E_s)}{\log(E_h) - \log(E_s)}, \quad \hat{\nu}_t = \frac{\nu_t - \nu_h}{\nu_s - \nu_h},$$

(4.7)

with $E_t = 260\text{MPa}$ and $\nu_t = 0.4$ being set as the design goal. These numbers are arbitrarily selected and only serve for the purpose of a concrete demonstration of the
proposed methodology. The cost function considers normalized quantities (denoted by $\hat{\Box}$) to alleviate the effect of various length scales of different quantities.

The computational cost to evaluate the objective function in Eq. 4.5 is not cheap, motivating the use of BayesOpt, a class of machine-learning-based optimization methods. BayesOpt builds a probabilistic surrogate model for the objective function and queries the next data point by minimizing an expected loss function. The optimization loop is completely automatic and avoids subjective human decisions in trial-and-error design. In this work, we use noise free Gaussian process regression as the surrogate model for BayesOpt. We apply expected improvement, a classic acquisition function to determine the next data point to sample. The searching process in principle tries to gain a balance between exploitation and exploration. We point to [175, 176] for comprehensive descriptions of BayesOpt.

We adopt an open source library BoTorch [177] for BayesOpt. We evaluate the objective function values for 100 randomly generated RVEs for warm-up and obtain the objective value to be around 0.8, considered as a suitable initial point. Then, we start BayesOpt and plot the current best objective values with respect to the iteration number. We terminate the optimization when the current best objective value is close to 1, which is the theoretical limit when the elastic moduli of the optimized RVE perfectly match the targets. As shown in Fig. 4.4, the optimized RVE has the macroscopic elastic moduli:

$$\{E^*, \nu^*, \cdot\} = \text{homogenization-function}(\text{decoder-function}(z^*)), \quad (4.8)$$

which are close to the target values $\{E_t, \nu_t, \cdot\}$ measured in the normalized sense.
Figure 4.5: Detailed procedures of multi-material 3D printing. We fabricate the three highlighted samples matching the ones presented in Fig. 4.4.

Figure 4.4: Iterations of BayesOpt. The objective function is defined using Eq. 4.5. The theoretical limit is achieved only if the macroscopic elastic moduli exactly match the desired values. Three RVEs are plotted on the path to optimum. The third RVE is the optimal one with $\hat{E}_t$ and $\hat{\nu}_t$ close to the targets $E_t^*$ and $\nu_t^*$. 

\[\begin{align*}
\hat{E}_t &= 0.827 \\
\hat{\nu}_t &= 1.70 \\
E_t &= 260 \\
\nu_t &= 0.400 \\
E^* &= 505 \\
\nu^* &= 0.404 \\
\hat{E}^* &= 0.898 \\
\hat{\nu}^* &= 1.74
\end{align*}\]
4.3.2 Experimental validation

It is acknowledged here that Thomas J. Wallin led the physical prototyping of the composite solids. With his help, we fabricate the three highlighted samples in Fig. 4.4 and measure their mechanical properties for experimental validation. Both RPU and SilDN photopolymerize from low viscosity precursors which enables high resolution Stereolithography (SLA, see Fig. 4.5) 3D printing of arbitrary structures like those generated by the VAE. Strong interfacial bonding between material layers remains a significant challenge to 3D printing multimaterial combined structures. Our chosen materials are “dual-stage” polymers; photo-crosslinking during 3D printing sets the object’s shape followed by a second, condensation based crosslinking reaction that improves the mechanical robustness. [77] recently employed this latent condensation reaction to cohesively bond 3D printed materials to substrates spanning seven orders of magnitude in Young’s Modulus. Though possible to SLA print directly using resin-exchange methods, manufacturing ease and rapid iteration led us to combine SLA printing and UV-assisted replica molding (see Fig. 4.5) when fabricating our multimaterial structures. Briefly, we first print (Carbon™ M2 printer) the RPU structure onto a release film and then cast the SilDN precursor into the voids. Temporarily clamping a flat, transparent substrate coated with Teflon on top of the printed structure removes excess resin and the subsequent irradiation solidifies the SilDN material. Interfacial crosslinks between RPU and SilDN form during the second stage of curing at room temperature \( t \sim 15 \text{ hours} \) followed by thermal treatment at \( 120^\circ\text{C} \) \( t \sim 8 \text{ hours} \).

With samples fabricated, we experimentally validated our design strategy via tensile tests. As shown in Fig. 4.6, our experimentally measured values for macroscopic elastic moduli generally agree with the computational homogenization predicted trends. The predicted Poisson’s ratios fall within the error of the measured values. However, the actual Young’s modulus values are consistently higher than
predictions. We postulate that the manufacturing process of the composite materials could have consistently favoured RPU over SilDN, leading to a higher macroscopic Young’s modulus. Also, the samples (see Fig. 4.5) contain only a finite number RVEs and the measurement could have been affected by the boundary effects, whereas the computational homogenization essentially assumes infinite size of samples. It is important to note that while the composite solid yields an intermediate modulus ($E_s < \bar{E} < E_h$), this strategy can obtain Poisson’s ratios beyond the range found between the base materials ($\nu_h < \nu_s < \bar{\nu}$). Thus confirming the ability to obtain novel material properties via mechanical design of metamaterials. For completeness, Table 4.1 gives a summary of the target values, optimization results, and experiment outcomes.

<table>
<thead>
<tr>
<th>True</th>
<th>$E_t$ (Target)</th>
<th>$E^*$ (Optimized)</th>
<th>$E_e$ (Exp)</th>
<th>$\nu_t$ (Target)</th>
<th>$\nu^*$ (Optimized)</th>
<th>$\nu_e$ (Exp)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>260MPa</td>
<td>505MPa</td>
<td>562MPa</td>
<td>0.400</td>
<td>0.404</td>
<td>0.43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Normalized</th>
<th>$\hat{E}_t$ (Target)</th>
<th>$\hat{E}^*$ (Optimized)</th>
<th>$\hat{E}_e$ (Exp)</th>
<th>$\hat{\nu}_t$ (Target)</th>
<th>$\hat{\nu}^*$ (Optimized)</th>
<th>$\hat{\nu}_e$ (Exp)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.827</td>
<td>0.898</td>
<td>0.910</td>
<td>1.70</td>
<td>1.74</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 4.1: Comparisons between target values, optimization results and experiment outcomes.

In Table 4.1 we notice that the optimization result of $\bar{E}^*$ (505MPa) is still much larger than the target value $\bar{E}_t$ (260MPa), while the optimization result of $\bar{\nu}^*$ (0.404) is relatively close to the specified $\bar{\nu}_t$ (0.4). However, the discrepancy is smaller under the normalized metric, with $\hat{E}^*$ (0.898) close to $\hat{E}_t$ (0.827) and $\hat{\nu}^*$ (1.74) close to $\hat{\nu}_t$ (1.70). The actual optimization is implemented using the normalized metric. There is no obvious evidence showing either optimizing towards a tailored Young’s modulus or Poisson’s ratio is easier, in contrast to our original speculation. For more flexible control of the optimization outcomes, we propose to use a weighted cost function.
instead of the original Eq. 4.6

\[
\text{cost}_\text{function}(\{E, \nu, G\}) = e^{-w_E(E - \hat{E}_t)^2 - w_\nu(\nu - \hat{\nu}_t)^2},
\]

(4.9)

where \(w_E\) and \(w_\nu\) are two constants reflecting a bias on the optimization targets. We leave the explorations of a more adequately designed cost function as our future work.

Though we have already simplified the optimization problem to a relatively low dimensional parameter space, it is important to be aware that the problem is still highly non-convex. The searching path may finally lead to a local optimum.

### 4.4 Conclusions

We propose an optimization framework based on machine learning techniques to design composite mechanical metamaterials. We focus on controls of macroscopic elastic moduli and design optimal RVEs to achieve the goal. Results are verified by experimental measurements on multi-material 3D printed samples.
One limitation of this work is that the database of RVE samples are constructed via drawing samples from a artificially defined random process. Since we know precisely about the data generating process, it is possible to use more effective data compression methods than to use a VAE. For example, directly applying PCA to the database used in this work could have yielded a comparable performance to a non-linear autoencoder model. However, the proposed scheme with VAEs are generally applicable to empirical databases whose structure may not be transparent. Promising future improvements on this work include adopting variants of VAEs like conditional variational autoencoder (CVAE) \[178\] for more regularized mappings from the latent space to the decoded samples, a more systematic way of choosing BayesOpt hyperparameters such as Gaussian process kernels and acquisition functions \[175\], etc. Finally, we wish to extend the work to 3D mechanical metamaterial designs.

Appendix A Computational Homogenization

We use a homogenization method to compute the macroscopic material parameters. For an arbitrary RVE, we impose macroscopic deformations by prescribing the following periodic boundary conditions:

\[
\mathbf{u}(\mathbf{x}) = \mathbf{h} \cdot \mathbf{x} + \mathbf{u}^*(\mathbf{x}),
\]

where \(\mathbf{h} = \nabla \mathbf{u}\) is the macroscopic displacement gradient and is uniform on the RVE. Essentially, Eq. (4.10) decomposes the total displacement of the RVE into a macroscopic (overall) part \(\mathbf{u} = \mathbf{h} \cdot \mathbf{x}\) and a microscopic (fluctuating) part \(\mathbf{u}^*\). Periodic boundary conditions are applied such that for RVE \(ABCD\) in Fig. 4.1, we have \(\mathbf{u}_{AD}^* = \mathbf{u}_{BC}^*\) and \(\mathbf{u}_{AB}^* = \mathbf{u}_{DC}^*\). A fine-mesh FEM calculation is used to solve for \(\mathbf{u}\) with such boundary conditions described above. Then the macroscopic strain
energy density $\overline{W}$ can be obtained via the average of $W$ over the RVE:

$$\overline{W} = V^{-1} \int_{V} W dV,$$

(4.11)

with $V$ being the total volume of the RVE. Note that $\overline{W}$ is also computed using Eq. 4.3. Therefore we are able to obtain an equation for the unknown macroscopic constitutive tensor $\overline{C}$.

The choice of $\overline{h}$ is not unique, though. In this work, since $\overline{C}$ has three independent components, we pick three distinct $\overline{h}$:

$$\overline{h}_1 = \epsilon e_1 \otimes e_1,$$

$$\overline{h}_2 = \epsilon e_2 \otimes e_2,$$

$$\overline{h}_3 = \frac{\epsilon}{2} (e_1 \otimes e_2 + e_2 \otimes e_1),$$

(4.12)

where $\epsilon$ is a small constant. The resulting three independent equations are used to solve for $\overline{C}$, thus completing the homogenization procedures for such a RVE.

Figure 4.1: A sample RVE in its reference configuration (leftmost), and illustration of the deformed configurations with imposed macroscopic displacement gradient conditions (right three).

**Appendix B Formulation of a VAE**

We present a more detailed description of the formulation of a VAE, particularly the one used in this work. As a generative model, a VAE aims at simulating the
underlying data generating process. The observable RVE image data are assumed to be generated from a high dimensional probability distribution \( p(x) \) where \( x \in \mathbb{R}^{28 \times 28} \). Approximating \( p(x) \) with a parametrized distribution \( p_\theta(x) \) directly is considered not feasible \[179\]. To see this, the maximum likelihood estimate given dataset \( \{x^{(i)}\} \) yields

\[
\max_\theta \sum_i \ln p_\theta(x^{(i)}) = \max_\theta \sum_i \ln \left( \int_z p_\theta(x^{(i)}, z) dz \right),
\]

(4.13)

where marginalization over the latent variable \( z \) is often intractable. Note that \( z \) typically lives in a low dimensional space. In our work, \( z \in \mathbb{R}^{10} \) serves as the design parameter. Based on the variational principle, an auxiliary function variable \( q \in Q \) (\( Q \) is the variational family) is introduced to reformulate Eq. \[4.13\] as:

\[
\max_\theta \sum_i \left( \ln p_\theta(x^{(i)}) - \min_{q \in Q} \mathbb{K}LL(q(z) \mid | p_\theta(z \mid x^{(i)})) \right) = \max_\theta \sum_i \max_{q \in Q} \mathbb{E}_{q(z)} \left[ \ln \frac{p_\theta(x^{(i)}, z)}{q(z)} \right],
\]

(4.14)

where \( \mathbb{K}LL(\cdot \mid | \cdot) \) is the Kullback-Leibler divergence \[180\]. The optimization problem is still rather complicated, though, since it is a bi-level optimization problem and involves a function variable \( q \).

To overcome these difficulties, VAEs adopt an approximate approach. By amortizing the computational cost, VAEs propose to solve the following optimization problem:

\[
\max_{\theta, \phi} \sum_i \mathbb{E}_{q_\phi(z \mid x^{(i)})} \left[ \ln \frac{p(z)p_\theta(x^{(i)} \mid z)}{q_\phi(z \mid x^{(i)})} \right],
\]

(4.15)

where \( q_\phi(z \mid x^{(i)}) \) is a neural network function parametrized by \( \phi \) (known as the encoder function), and \( p_\theta(x^{(i)} \mid z) \) is another neural network function parametrized by \( \theta \) (known as the decoder function). Eq. \[4.15\] is the loss function of a VAE and can be rewritten
into a more familiar format:

\[ \min_{\theta,\phi} \sum_i \left( -\mathbb{E}_{q_{\phi}(z|x^{(i)})} \left[ \ln p_{\theta}(x^{(i)} | z) \right] + \text{KL}(q_{\phi}(z | x^{(i)}) \| p(z)) \right). \quad (4.16) \]

In Eq. 4.16, the first term is the reconstruction loss of the \(i^{th}\) data point \(x^{(i)}\) while the second term is the KL-divergence between two multivariate Gaussian distributions.

We randomly split our database (containing 3000 data points) into a training set (80% of the data) and a test set (the rest 20%). We use mini-batch stochastic gradient descent with Adam optimizer \[125\] to train the VAE with the loss function defined by Eq. 4.16. Learning rate is set to be \(10^{-3}\) while batch size is set to be 64. The training time is typically within 1 minute on a personal computer to achieve a satisfactory model performance.
Chapter 5

Amortized Finite Element Analysis for Fast PDE-Constrained Optimization

The content in this chapter is beyond the scope of only considering mechanical metamaterials. General partial differential equation constrained optimization problems are studied with neural networks. We propose the so-called amortize finite element analysis so that both the forward numerical problems and the inverse design problems are solved with acceleration compared with traditional methods.

5.1 Introduction

Partial differential equations (PDEs) are widely used to describe the properties of physical systems, including heat transfer, electromagnetics, and elasticity. PDE-constrained optimization (PDE-CO) addresses the situation in which an objective function must be minimized or maximized, subject to the constraints of real-world physics as expressed by PDEs. Common examples include optimal design, optimal control, and the identification of parameters to relate a simulation to observed data.
PDE-CO can be computationally challenging, however, for even moderately sized problems, as it is usually necessary to solve the associated PDE at every iteration of the outer-loop optimization.

As a motivating example, consider a heat conduction problem on a unit disk. The physical system is governed by a Poisson’s equation:

\[-\Delta u = \lambda \quad \text{in } \Omega,\]

\[u = u_b \quad \text{on } \Gamma,\]

(5.1)

where \(\Delta = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2}\) is the Laplace differential operator, \(u(x)\) is the temperature field and \(\lambda(x)\) is the heat source field (see Fig. 5.1). Finite element analysis (FEA) is arguably the most powerful method known for computing numerical solutions to this kind of PDE problems. With a given source field \(\lambda(x)\), FEA identifies the best approximate solution field \(u(x)\) in a piece-wise polynomial function space [16].

PDE-CO poses a higher level problem, seeking to optimize an objective functional jointly over \(u(x)\) and \(\lambda(x)\), under the constraint imposed by the governing PDE. In the example problem above, one may reasonably ask: how can we design a source field \(\lambda(x)\) so that a desired temperature field \(u_d(x)\) is fulfilled while the

Figure 5.1: The heat equation on a disk of unit radius. Left: the finite element mesh. Middle: an example source field \(\lambda(x) = x_1^2 + x_2^2\). Right: the solution field \(u(x)\) associated with the source field solved by FEA. \(x = (x_1, x_2) \in \mathbb{R}^2\) denote the spatial coordinates.
cost of $\lambda(x)$ is minimized? Such PDE-CO problems are typically high-dimensional (e.g., # of input parameters = 811 in the model problem) and often require iterative procedures that must solve the governing PDE repeatedly using FEA.

We propose a two-stage optimization framework to efficiently tackle sequences of related PDE-constrained optimization problems. At the first stage, we introduce amortized finite element analysis (AmorFEA) to efficiently learn the physics governed by the PDE without requiring supervised data provided by expensive PDE solvers. We borrow the idea of amortized optimization, widely used in amortized variational inference [75, 84, 85, 86]. By learning to jump directly to the FEA solution with a neural network, we obtain a surrogate model that is able to predict the solutions directly from the control parameters. At the second stage, we perform gradient-based PDE-CO using the AmorFEA-enabled neural surrogate model. During each optimization iteration, the gradient is efficiently computed via one forward and one backward pass through the neural network, instead of querying an expensive PDE solver as in the traditional adjoint method requires [56].

### 5.1.1 Related work

**Deep Learning for Solving PDEs** The idea of approximating the solution to the PDE by a neural network instead of a piece-wise polynomial function (as in FEA) goes back decades [181] and has been continuously explored since then [182, 80, 81]. However, neural networks have only generally shown advantages on high-dimensional PDEs when the finite element mesh is infeasible, as shown by [183]. Recently, [83] proposed to predict PDE solutions directly from parameter fields by training neural networks with a physically-constrained loss. Since their method essentially integrates with the finite difference method [184], it only handles structured data in regular domains. Our proposed method, AmorFEA, integrates with the more powerful finite
element method and benefits from many of the advantages of FEA, such as native support of irregular domains and approximation guarantees [16].

**PDE-constrained Optimization** The two main workhorses for PDE-constrained optimization problems are the all-at-once approach and the reduced approach [185]. The all-at-once approach simultaneously optimizes over both the control parameters and the state variables with a strategy such as sequential quadratic programming [186]. Though attractive from an optimization perspective, they are infeasible for large-scale problems with a huge number of state variables to store [187]. The reduced approaches treat the state variables as implicit functions of the control parameters and optimize only over the control parameters. When the control parameters significantly outnumber the objectives (which is often the case), adjoint sensitivity analysis becomes the dominant method under the reduced approaches [55, 56]. In spite of its relative success, the adjoint method requires solutions to the original PDE and the adjoint PDE during each optimization iteration, which is still expensive.

**Optimization Using Surrogate Models** AmorFEA-based PDE-CO is a surrogate model optimization approach. In optimization problems where the objective function is expensive to evaluate, it is popular to build a surrogate model and perform optimization on the surrogate model instead [188]. There are various approaches for building the surrogate model such as random forests [189], Gaussian processes [175] and Student-t processes [190]. AmorFEA builds a neural network surrogate model for optimization. Although some previous work has used neural network surrogates (e.g., [191]), AmorFEA takes a further step to integrate tightly with finite element analysis.
5.1.2 Contributions

This chapter proposes AmorFEA, a framework for training surrogate PDE solvers for finite element analysis, without supervised training data. As AmorFEA is based on an amortized approach to FEA, it inherits the benefits of naturally handling irregular domains and unstructured meshes. As FEA is a variational formalism, we are able to draw useful connections to variational inference tools developed for probabilistic reasoning—AmorFEA inherits FEA’s expressive basis, analogous to performing amortized inference with a rich variational family. The speed and differentiability of AmorFEA make it particularly well-suited to PDE-constrained optimization problems and we show that it can outperform the traditional adjoint method in terms of computation time, while still providing solutions of comparable quality.

5.2 Amortized Finite Element Analysis

Many physical systems governed by PDEs obey variational principles. For a given control field $\lambda$ (e.g., heat source), the true solution field $u$ (e.g., temperature) is the one that minimizes the total potential energy of the system. Finite element analysis is an approach in which the domain is discretized into a finite set of elements, and the solution $u$ is approximated by a piece-wise polynomial function. This approximation allows us to use a vector $u \in \mathbb{R}^n$ to represent the FEA solution, since the piece-wise polynomial function space is finite-dimensional and forms an isomorphism with $\mathbb{R}^n$. For a full description of FEA, see Appendix A.

In a FEA problem, given a fixed control vector $\lambda \in \mathbb{R}^m$, we find the solution vector (or the state vector) $u \in \mathbb{R}^n$ by solving an optimization problem:

$$\min_{u \in \mathbb{R}^n} \mathcal{L}(u, \lambda), \quad \text{(5.2)}$$
where $\mathcal{L}(\mathbf{u}, \lambda)$ denotes the total potential energy.

Our amortized finite element analysis (AmorFEA) approach reframes the per-control-vector optimization process into a shared regression problem. We use a neural network to build a deterministic mapping $g_{\psi} : \mathbb{R}^m \to \mathbb{R}^n$, whose weights $\psi$ are learned by minimizing the expected potential energy:

$$\min_{\psi} \mathbb{E}_{p(\lambda)}[\mathcal{L}(g_{\psi}(\lambda), \lambda)],$$

where $p(\lambda)$ is the distribution of typical control parameters associated with specific problems and we hope that $\mathbf{u} \approx \hat{\mathbf{u}} = g_{\psi}(\lambda)$. Traditional FEA forces the trial solution to be correct by committing to a class of test functions. In a similar sense, AmorFEA forces the correctness of the model by considering a distribution over control parameters.

Since FEA is an approximate variational procedure (in the general sense of minimizing a functional), it resembles variational inference in latent variable models in that the finite element basis functions are analogous to the variational family of distributions and the FEA solution vector mirrors the variational parameters. It can therefore be helpful to think of AmorFEA as a direct analogue to popular amortized variational inference approaches [75, 192] in which the solution to the variational problem is produced via function approximation rather than per-example optimization.

### 5.2.1 Amortization suboptimality

For amortized variational inference, [193] introduced the notions of *approximation*, *amortization*, and *inference gap*. The approximation gap arises in variational inference due to the inadequacy of the variational family to approximate the true posterior distribution. The amortization gap reflects the difference between the approximate
posterior produced by function approximation and the optimal one within the variational family. The inference gap is the sum of the approximation and amortization gaps, reflecting the total error in the amortized variational inference scheme.

Similar to gaps for amortized inference, we propose the approximation, amortization and “inference” (total error) gaps for AmorFEA:

\[ \Delta_{ap} = \mathbb{E}_{p(\lambda)} \left[ \mathcal{L}(u^*_\lambda, \lambda) - \mathcal{L}(u^e, \lambda) \right] \]  
\[ \Delta_{am} = \mathbb{E}_{p(\lambda)} \left[ \mathcal{L}(g_{\psi^*}(\lambda), \lambda) - \mathcal{L}(u^*_\lambda, \lambda) \right] \]  
\[ \Delta_{inf} = \Delta_{ap} + \Delta_{am}, \]

where \( \psi^* \) is the optimal solution to Eq. 5.3, \( u^*_\lambda \) is the optimal solution to Eq. 5.2 for a given \( \lambda \), and \( u^e \) is the exact solution to the governing PDE which is generally impossible to obtain. Note that we are abusing notation somewhat here in allowing \( \mathcal{L}(\cdot, \cdot) \) to take inputs of either functions (e.g., normal font \( u \)) or FEA vectors (e.g., bold font \( \mathbf{u} \)).

### 5.2.2 Computational complexity

Solving a PDE for \( \mathbf{u} \in \mathbb{R}^n \) by a numerical method such as FEA usually involves solving a large system of equations. A crude estimate of the cost can be described as \( O(dn^r) \), where \( d = 1 \) if the system is linear and \( d > 1 \) if it is nonlinear. For the nonlinear system, \( d \) can be viewed as the number of iterations required for a nonlinear solver such as Newton-Raphson to converge. The exponent \( r \) depends on the sparsity structure of the linear system (or the linearized system for a nonlinear problem) and the algorithm used by the solver. A naïve solver yields \( r = 3 \), while more efficient solvers usually require case-by-case analysis to take advantage of problem structure.

By amortizing the FEA solving process, we obtain a neural network surrogate function that predicts the state vector \( \mathbf{u} \) directly from the control vector \( \lambda \). Excluding
the cost of training time, for a standard multilayer perceptron (MLP) with \( l \) equally wide layers of \( n \) hidden units, the computational cost is simply the forward pass, which is \( \mathcal{O}(ln^2) \). However, AmorFEA requires an up-front training time that we informally think of as \( \mathcal{O}(ksln^2) \) where \( s \) is the number of training examples and \( k \) is the number of training epochs, which tends to be fixed. AmorFEA is able to produce a relatively efficient feed-forward solver, which could be used to save computational resources when an expensive PDE must be solved many times, or when many PDEs must be solved which lie within a given class. In the next subsection, we introduce PDE-CO as such a scenario where AmorFEA can be advantageous.

5.2.3 PDE-constrained optimization

The discretized PDE-constrained optimization is formulated as

\[
\min_{u \in \mathbb{R}^n, \lambda \in \mathbb{R}^m} \mathcal{J}(u, \lambda) \\
\text{s.t. } c(u, \lambda) = 0,
\]

(5.7)

where \( \mathcal{J}(\cdot, \cdot) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) is the objective function and \( c(\cdot, \cdot) : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) is the constraint function imposed by the governing PDE. A reduced formulation is often used to embed the PDE constraint as

\[
\min_{\lambda \in \mathbb{R}^m} \hat{\mathcal{J}}(\lambda),
\]

(5.8)

where \( \hat{\mathcal{J}}(\lambda) := \mathcal{J}(u(\lambda), \lambda) \) and \( u(\lambda) \) is the implicit function arising from the solution to Eq. 5.2. Gradient-based optimization algorithms require the evaluation of the derivative of the objective function with respect to the control vector:

\[
\frac{d\hat{\mathcal{J}}}{d\lambda} = \frac{\partial \mathcal{J}}{\partial u} \frac{du}{d\lambda} + \frac{\partial \mathcal{J}}{\partial \lambda}.
\]

(5.9)
A common way to compute this gradient is to use the adjoint method \[56\]. Taking the derivative of Eq. 5.7 with respect to \( \lambda \) yields chains of Jacobian matrices:

\[
\frac{d c}{d \lambda} = \frac{\partial c}{\partial u} \frac{d u}{d \lambda} + \frac{\partial c}{\partial \lambda} = 0.
\] (5.10)

Hence,

\[
\frac{d u}{d \lambda} = -\left( \frac{\partial c}{\partial u} \right)^{-1} \frac{\partial c}{\partial \lambda}.
\] (5.11)

Substitute Eq. 5.11 to Eq. 5.9, we obtain

\[
\frac{d \hat{J}}{d \lambda} = - \left( \frac{\partial c}{\partial u} \right)^{-1} \frac{\partial c}{\partial \lambda} + \frac{\partial J}{\partial \lambda}.
\] (5.12)

Resembling the two different modes of automatic differentiation, we could choose to either solve the adjoint PDE first (reverse-mode) or the tangent linear PDE first (forward-mode). When the size of the control vector is larger than that of the objective (e.g., \( m \gg 1 \) in our case), it is more efficient to solve the adjoint PDE first, giving the name adjoint method. The adjoint PDE is a linear PDE to solve, but it also relies on the Jacobian matrix \( \frac{\partial c}{\partial u} \), which requires the solution vector \( u \). As shown, the cost for solving the governing PDE is \( \mathcal{O}(dn^r) \), which dominates the total cost of using the adjoint method in one iteration of PDE-CO.

We propose accelerating PDE-CO with AmorFEA. AmorFEA yields a differentiable map from the control vector \( \lambda \) to the state vector \( u \), which does not require solving the governing PDE via traditional FEA, and which can be used to approximate the costly term \( \frac{d u}{d \lambda} \) in Eq. 5.9. With the differentiable neural surrogate model,
we can formulate the PDE-constrained optimization problem as

$$\min_{\lambda \in \mathbb{R}^m} \tilde{J}(\lambda),$$  \hspace{1cm} (5.13)$$

where $\tilde{J}(\lambda) := J(g_{\psi^*}(\lambda), \lambda)$ and $\psi^*$ are the learned weights of the neural network. The derivative is given by

$$\frac{d\tilde{J}}{d\lambda} = \frac{\partial J}{\partial u} g_{\psi^*} \frac{d\lambda}{d\lambda} + \frac{\partial J}{\partial \lambda}. $$  \hspace{1cm} (5.14)$$

We employ reverse-mode automatic differentiation, since $m \gg 1$. By using a standard MLP, the total cost within each iteration of the PDE-CO is $\mathcal{O}(ln^2)$, and so guaranteed to be relatively efficient.

A summary for the procedures of AmorFEA along with AmorFEA based PDE-CO can be found in Fig. 5.2 by visualizing the computation graph.

Figure 5.2: Computation graph for AmorFEA based PDE-CO. Red arrows denote automatic differentiation. Left: AmorFEA training for the surrogate model. Right: PDE-CO with the learned model.

5.3 Linear Models

An important and general class of PDE-CO problems impose a linear relationship between the control parameter and the state variable. These linear problems provide a
useful testbed for examining the AmorFEA approach. We focus on the model problem in Section 5.1 where the source vector $\lambda$ is linearly related to the solution vector $u$. We show that by employing a linear regression model and performing AmorFEA, we are able to fully recover the underlying physics and achieve an amortization gap of zero; this result is unsurprising due to the assumption of a linear relationship between $u$ and $\lambda$. Though simple to analyze, the linear case gives intuition about the proposed scheme. We also compare AmorFEA with supervised learning, where we run FEA simulations to obtain labeled data and train the linear model in a traditional fashion. FEA simulations are carried out using an open source Python package FEniCS [123]. Neural network training is performed in PyTorch [194]. We show that both AmorFEA and supervised training have the same global optimality condition.

We use AmorFEA to train a single-layer network that predicts $u \in \mathbb{R}^n$ from $\lambda \in \mathbb{R}^m$, where $m = 811$ and $n = 721$ in this case. We assume the distribution over source terms $\lambda$ is a uniform distribution on the hypercube $[-1, 1]^m$. 10,000 samples were drawn from this distribution to form the training data. FEA converts the minimization problem in Eq. 5.2 into a linear system to solve:

$$Au = B\lambda,$$

where $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ arise from the assembly procedure of the weak form in FEA (see details in Appendix A). Let us denote $f = B\lambda$. The linear model we employ has a weight matrix $W \in \mathbb{R}^{n \times n}$ and no bias vector so that $\hat{u} = Wf$. The potential energy in this case is therefore equivalent to the least-squares loss for the solution to the linear system, preconditioned by the stiffness matrix $A$:

$$\mathcal{L}_a(W; f) = \frac{1}{2}(Wf)^\top A(Wf) - f^\top (Wf).$$
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As an instantiation of Eq. 5.3 using the Monte Carlo estimate of the expectation, AmorFEA leads to the following optimization problem:

$$\min_{W \in \mathbb{R}^{n \times n}} \bar{L}_a(W), \quad (5.17)$$

where

$$\bar{L}_a(W) = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{1}{2} (W f_k)^{\top} A (W f_k) - f_k^{\top} (W f_k) \right). \quad (5.18)$$

Next, we study supervised learning in the same environment. We expand the empirical data set $\mathcal{D} = \{\lambda(i)\}$ to $\mathcal{D}' = \{(\lambda, u)^{(i)}\}$ by running FEA simulations. The supervised loss function for each data point is defined as

$$\mathcal{L}_s(W; f) = \frac{1}{2} \| \hat{u} - u \|^2 = \frac{1}{2} \| W f - A^{-1} f \|^2. \quad (5.19)$$

Supervised training solves the following minimization problem:

$$\min_{W \in \mathbb{R}^{n \times n}} \bar{L}_s(W), \quad (5.20)$$

where

$$\bar{L}_s(W) = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{1}{2} (W f_k - A^{-1} f_k)^{\top} (W f_k - A^{-1} f_k) \right). \quad (5.21)$$

We show that both $\bar{L}_a(W)$ and $\bar{L}_s(W)$ are convex (see proofs in Appendix B).

**Proposition 1.** The empirical loss function $\bar{L}_a(W)$ of AmorFEA in the linear model is convex.

**Proposition 2.** The empirical loss function $\bar{L}_s(W)$ of supervised learning in the linear model is convex.
We also see that the first order condition (FOC) for AmorFEA gives
\[
\frac{\partial \mathcal{L}_a}{\partial \mathbf{W}} = (\mathbf{A}\mathbf{W} - \mathbf{I}) \left( \frac{1}{K} \sum_{k=1}^{K} \mathbf{f}_k \mathbf{f}_k^\top \right) = 0. \tag{5.22}
\]

Similarly, the FOC for supervised training gives
\[
\frac{\partial \mathcal{L}_s}{\partial \mathbf{W}} = (\mathbf{W} - \mathbf{A}^{-1}) \left( \frac{1}{K} \sum_{k=1}^{K} \mathbf{f}_k \mathbf{f}_k^\top \right) = 0. \tag{5.23}
\]

By Proposition 1 and Proposition 2 along with Eq. 5.22 and Eq. 5.23, we conclude that both AmorFEA and supervised learning achieve the global minimum with same condition \( \mathbf{W} = \mathbf{A}^{-1} \). The only difference between these problems is the “physical” preconditioning from \( \mathbf{A} \). As a supporting experiment, we show in Fig. 5.3 that both AmorFEA and supervised training have similar capabilities to recover the underlying model.

![Normalized error versus training epochs](image)

Figure 5.3: Normalized error versus training epochs. We define the normalized error \( \epsilon = \frac{\| \mathbf{W} - \mathbf{A}^{-1} \|_{\infty}}{\| \mathbf{A}^{-1} \|_{\infty}} \).

Since the fully trained linear model is able to produce \( \hat{\mathbf{u}} = \mathbf{u} \), we have a zero amortization gap as computed by Eq. 5.5. We do not study PDE-CO in the linear case.
5.4 Nonlinear Models

<table>
<thead>
<tr>
<th>Method</th>
<th>$\alpha$</th>
<th>Optimized objective $[10^{-3}]$</th>
<th>Wall time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjoint Method</td>
<td>$10^{-6}$</td>
<td>$0.338 \pm 0.002$</td>
<td>$728.2 \pm 5.5$</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$2.599 \pm 0.075$</td>
<td>$511.6 \pm 223.2$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$2.587 \pm 0.012$</td>
<td>$15370.0 \pm 1804.3$</td>
</tr>
<tr>
<td>AmorFEA</td>
<td>$10^{-6}$</td>
<td>$0.340 \pm 0.003$</td>
<td>$39.7 \pm 5.0$</td>
</tr>
<tr>
<td></td>
<td>$10^{-3}$</td>
<td>$2.613 \pm 0.104$</td>
<td>$71.5 \pm 63.1$</td>
</tr>
<tr>
<td></td>
<td>$1$</td>
<td>$2.593 \pm 0.008$</td>
<td>$838.5 \pm 208.4$</td>
</tr>
</tbody>
</table>

Table 5.1: PDE-CO results for the adjoint method and AmorFEA. For different regularity coefficient $\alpha$, AmorFEA achieves similar optimal objectives compared with the adjoint method, but with less wall time.

We examine two more realistic nonlinear settings and perform PDE-CO in this section. Here the solution vector $u$ and the control vector $\lambda$ have a nonlinear relationship, which naturally motivates the use of a neural network as the predictive mapping.

5.4.1 Source field finding

We consider a two-dimensional optimal source control problem simplified from superconductivity theory [195]. Intuitively, we have a known, target field $u_d(x)$ that we want our physical field $u(x)$ to achieve. We accomplish this by imposing an appropriate source field $\lambda(x)$. To save cost, we prefer the magnitude of $\lambda(x)$ to be small. The solution field $u(x)$ and the source field $\lambda(x)$ are related by the governing PDE (Eq. 5.25).

Mathematically, the problem is to minimize the functional

$$
J(u, \lambda) = \frac{1}{2} \int_{\Omega} (u - u_d)^2 dx + \frac{\alpha}{2} \int_{\Omega} \lambda^2 dx
$$

(5.24)
subject to a nonlinear Poisson’s equation with Dirichlet boundary conditions:

\[-\Delta u + 10(u + u^3) = \lambda \quad \text{in } \Omega,\]

\[u = u_b \quad \text{on } \Gamma,\]

where we set a constant boundary condition \(u_b = 1\). We use Fig. 5.4 to further demonstrate the setup of this problem. Note that we employ an irregular domain with a dolphin-shaped hole in the middle. The irregular domain cannot be discretized using a structured mesh (a lattice). Many FEA benchmark cases are performed in this domain with dolfin [196], the finite element computing component of FEniCS.

The potential energy \(L(u, \lambda)\) from which the governing PDE (Eq. 5.25) can be derived is described in Appendix C. We use AmorFEA to train a neural network that predicts \(u \in \mathbb{R}^n\) from \(\lambda \in \mathbb{R}^m\), where \(m = n = 759\) in this case. The assumed distribution over \(\lambda\) is constructed from a zero-mean Gaussian process given by

\[f(x) \sim GP(\mu(\cdot), k(\cdot, \cdot))\]

\[\mu(x) = 0\]

\[k(x^{(i)}, x^{(j)}) = \sigma^2 \exp\left(-\frac{\|x^{(i)} - x^{(j)}\|^2}{l^2}\right),\]

where we set the output variance \(\sigma = 10^2\) and the lengthscale \(l = 0.1\). To construct the training and testing data from this distribution, 30,000 source terms were generated. Compared with supervised data generated by expensive FEA simulations, our data are almost free to obtain.

For the neural network model, we use a MLP with “scaled exponential linear units” (SELU) for the activation functions [197]. We perform a 90/10 train-test split for our data. For the 10% test data, we run FEA simulation so that we can report test error by comparing the AmorFEA solutions with the FEA solutions. Since our data
Figure 5.4: Setup of the problem. Left: the finite element mesh for a irregular domain with a dolphin-shaped hole. Middle: an example source field $\lambda(x) = 100\sin(2\pi x_1)$. Right: the solution field $u(x)$ associated with the source field.

<table>
<thead>
<tr>
<th></th>
<th>MLP-0</th>
<th>MLP-1</th>
<th>MLP-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_{am}$</td>
<td>0.1593 ± 0.0032</td>
<td>0.0227 ± 0.0003</td>
<td>0.0156 ± 0.0002</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.0468 ± 0.0004</td>
<td>0.0110 ± 0.0002</td>
<td>0.0086 ± 0.0001</td>
</tr>
</tbody>
</table>

Table 5.2: Test performance. The amortization gap $\Delta_{am}$ is computed according Eq. 5.3. The relative error $\epsilon$ is computed as Eq. 5.27. The number suffix to “MLP” refers to the number of hidden layers.

represent functions, it is more meaningful to define an error quantification metric for functions than to use simple mean squared error (MSE). We define the relative error $\epsilon$ using norms on the $L^2(\Omega)$ space:

$$
\epsilon = \mathbb{E}_{p(\lambda)}\left[ \frac{\|u^* - u^a\|_{L^2}}{\|u^*\|_{L^2}} \right], \tag{5.27}
$$

where $u^*$ is the FEA solution and $u^a$ is the AmorFEA solution. With FEA simulations available in the test set, we can also compute the amortization gap introduced in Eq. 5.5. Since analytical solutions are generally not possible, we cannot explicitly evaluate the approximation gap or the inference gap. However, the approximation gap is a well-studied subject in the literature on finite element analysis [16].

We run experiments using MLPs with different layers and report the amortization gap and relative error in Table 5.2. The layers in all MLPs have equal widths.
As shown in the table, a single-layer network cannot perfectly solve this nonlinear problem, in contrast to the linear problem in Section 5.3. We observe that both the amortization gap and the relative error decrease with deeper neural networks. Using bigger neural networks may give us smaller amortization gaps, but there is a trade-off between training time and performance. We show next that a MLP with 2 hidden layers provides adequate accuracy for the PDE-CO problem while being trained cheaply.

We solve the aforementioned PDE-constrained optimization problem using both the adjoint method (see Eq. 5.12) and the AmorFEA based method (see Eq. 5.14). We use dolfin-adjoint\[196\], an open source package written in the Python interface to FEniCS for implementing the adjoint method. We vary the values of the regularity coefficient \(\alpha\) in Eq. 5.24 and run PDE-CO experiments using the conjugate gradient method \[198\] in SciPy\[199\]. We record the wall-clock time for different cases and show the results in Table 5.1. Note that since AmorFEA-based PDE-CO solves a surrogate model optimization problem, the objective function is defined differently (see Eq.5.8 and Eq.5.13). We have considered this difference and reported the reconstructed true objective function for AmorFEA based PDE-CO in Table 5.1. As shown, AmorFEA based PDE-CO achieves similar optimized objective values compared with the adjoint method, but with significantly less computation time, excluding time to train the network. However, it took approximately 5 minutes to train the neural network; thus AmorFEA is most interesting when such problems need to be solved repeatedly for, e.g., optimal control of a source.

### 5.4.2 Inverse kinematics of a soft robot

In the second nonlinear example, we consider the control of a snake-like soft robot made of elastic material. Such robots represent promising solutions to minimally invasive surgery\[200\]. We control the static position of the robot by expanding or
contracting “muscles” on the left and right sides of the robot, quantitatively described by an actuation field $\lambda(x)$ that controls the stretch ratio on the two sides. As shown in Fig. 5.5, the bottom side of the robot is fixed while the top side is free to deform. While a forward PDE problem solves for the displacement field $u(x)$ with given $\lambda(x)$, we here consider the PDE-constrained optimization problem of inverse kinematics, i.e., determining the appropriate actuation field to achieve an end-effector location. We focus on the middle point $x_0$ at the top of the robot and specify an arbitrary two-dimensional displacement $u_0$ that we hope this tip point can achieve by optimizing the actuation field $\lambda(x)$.

![FEA mesh fixed bottom contraction expansion](image)

**Figure 5.5**: Setup of the problem. Left: the finite element mesh for the soft robot in an undeformed configuration. Right: with the actuation field $\lambda(x)$ set to be half-and-half for contraction and expansion, but upside down for the two sides, the robot can deform to a specific configuration. Colors indicate the displacement magnitude $\|u\|_2$.

Mathematically, the problem is to minimize the functional

$$J(u, \lambda) = \|u(x_0) - u_0\|_2^2$$

(5.28)
subject to an equilibrium equation for hyperelastic material with appropriate boundary conditions:

\[
\text{Div } P(u) = 0 \quad \text{in } \Omega, \\
r(u, \lambda) = 0 \quad \text{on } \Gamma,
\]  

(5.29)

where “Div” is the divergence operator, \( P \) is the a second-order stress tensor and \( r \) is the boundary constraint. For more precise definitions of these terms, refer to Appendix C. Since the boundary constraint in Eq. 5.29 is unusual, there is no direct implementation in FEniCS. We implement both the FEA algorithms and the adjoint method with our custom code for this problem.

The potential energy \( \mathcal{L}(u, \lambda) \) from which the governing PDE (Eq. 5.29) can be derived is known as the strain energy, fully described in Appendix C. We use AmorFEA to train a neural network to predict \( \mathbf{u} \in \mathbb{R}^n \) from \( \lambda \in \mathbb{R}^m \), where \( m = 40 \) and \( n = 206 \)
Figure 5.7: Wall time measurement for both the adjoint method and AmorFEA. There are four target displacements for the tip point displacement $u(x_0)$ to achieve. In these plots, one blue dot indicate one gradient descent step of the adjoint method, while one red dot indicate multiple gradient steps for AmorFEA. Following the row-first order, the numbers of steps per red dot are $(40, 40, 400, 600)$. The gradient descent step size is set to be consistent within each case, but different across the four cases: $(10^{-2}, 10^{-2}, 2 \times 10^{-3}, 2 \times 10^{-3})$.

in this case. The assumed distribution over actuation fields is constructed from a uniform distribution over the hypercube $[-a, a]^m$ with $a > 0$. 30,000 training data were generated from this distribution. Training is similar to the source-finding case in Section 5.4.1 However, the potential energy $\mathcal{L}(u, \lambda)$ in this case is sensitive to the displacement $u$. For a displacement field that causes any overlap of the deformed robot, the energy will be infinite. We take a warm-start strategy to train the network by varying $a$ from 0.1, 0.2, 0.4 until 0.8, and train the network successively. Training took $5 - 10$ minutes.

To demonstrate the ability of the resulting neural network to enable solutions to the inverse kinematics problem via PDE-CO of the actuation field, we pick four equally-spaced target points on a circle centered at the robot tip and perform PDE-CO
to find actuations. As shown in Fig. 5.7, we use gradient descent for both the adjoint method and AmorFEA. AmorFEA consumes significantly less time than the adjoint method. However, since AmorFEA-based PDE-CO uses an approximate surrogate model, we may expect the objective to plateau before reaching the true minimum. One may view this as an asymptotic bias, which can be remedied by “fine tuning” the AmorFEA result with the adjoint method. From this perspective, AmorFEA provides a fast and accurate initial guess for the non-convex PDE-CO problem.

We additionally demonstrate that AmorFEA follows a similar optimization path to the adjoint method, by showing the objective function versus the number of gradient descent steps in Fig. 5.6 for each of the four cases. Wall time measurements in [s] of these four cases are (119, 218, 133, 113) for the adjoint method and (0.215, 0.210, 0.226, 0.249) for AmorFEA. For completeness, we also explored gradient-free techniques such as the Nelder–Mead method [201], but they typically converged to an unsatisfactory local minimum.

5.5 Limitations and Future Work

Compared to traditional FEA, AmorFEA consumes additional computational resources up front for training the model. To accommodate the training time, AmorFEA only starts to show its edge when a sequence of related problems need to be solved. Additionally, we note that the current formulation requires the governing PDE to be derived from minimization of a potential energy, but this is not applicable for all PDEs, which limits the scope of this work.

Promising directions for future work include a more systematic study of the amortization gap in nonlinear problems, using higher order finite element basis functions for AmorFEA, and parameterization of the domain for topology optimization in PDE-CO.
5.6 Conclusions

In this work, we proposed a novel formulation (AmorFEA) that amortizes the solving process of classic finite element analysis. AmorFEA enables fast, differentiable prediction of PDE solutions, which accelerates PDE-constrained optimization. We quantitatively studied the amortization gap for both linear problems and nonlinear problems. Numerical experiments show that our method outperforms the traditional adjoint method on a per-iteration basis.

Appendix A Finite Element Analysis

The Finite Element Analysis (FEA) is arguably the most powerful approach known for the numerical solutions of problems characterized by partial differential equations (PDEs). We demonstrate the basic idea by considering the linear Poisson’s equation as a model problem. As shown in Fig. 5.8, we start with the strong formulation of the problem and then introduce the weak formulation upon which the finite element approximation is built, namely, the Galerkin weak formulation. We further introduce the minimization formulation and the corresponding Galerkin minimization formulation, which is the cornerstone for the proposed amortized finite element analysis (AmorFEA).
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Figure 5.8: FEA roadmap.
The strong formulation of the Poisson’s equation reads as

\[-\Delta u = \lambda \quad \text{in } \Omega,\]
\[u = 0 \quad \text{on } \Gamma.\]  \hspace{1cm} (5.30)

For simplicity, we have assumed homogenous Dirichlet boundary conditions. Instead of heuristically approximating the differential operator like the Finite Difference Method (FDM), FEA employs a more systematic approach by searching the best possible solution over a constructed finite-dimensional function space.

First, let us multiply a test function \(v\) for both sides of the PDE in Eq. 5.30, integrate over \(\Omega\), and use integration by parts to obtain the weak formulation: find \(u \in V := \{v \text{ sufficiently smooth } \mid v|_{\Gamma} = 0\}\) such that

\[a(u, v) = l(\lambda, v), \quad \text{for all } v \in V,\]  \hspace{1cm} (5.31)

where

\[a(u, v) = \int_{\Omega} \nabla u \cdot \nabla v \, dx, \quad l(\lambda, v) = \int_{\Omega} \lambda v \, dx.\]  \hspace{1cm} (5.32)

Second, we construct a finite-dimensional subspace \(V_h \subset V\) and \(V_h = \text{span}\{\phi_1, \ldots, \phi_n\}\) is the piece-wise polynomial function space. Note that for any function \(v \in V_h\), there is a unique representation \(v = \sum_{i=1}^{n} v_i \phi_i\). We thus can define an isomorphism \(V_h \cong \mathbb{R}^n\) by \(v = \sum_{i=1}^{n} v_i \phi_i \leftrightarrow b = (v_1, \ldots, v_n)^\top\).

The Galerkin weak formulation yields an approximation to Eq. 5.31 by solving the following system of linear equations:

\[Au = f,\]  \hspace{1cm} (5.33)
where \( A \in \mathbb{R}^{n \times n} \) is the stiffness matrix with \( A_{ij} = a(\phi_i, \phi_j) \), \( u \in \mathbb{R}^n \) is the solution vector and \( f \in \mathbb{R}^n \) is the source vector with \( f_i = l(\phi_i, \lambda) \). As a remark, if \( \lambda \) is also represented by piece-wise polynomial basis functions, we could further write \( f = B\lambda \) with \( B \in \mathbb{R}^{n \times m} \) and \( B_{ij} = l(\phi_i, \phi_j) \). It is not difficult to verify that \( A \) is symmetric and positive definite. By solving Eq. 5.33 the FEM gives the best possible solution we can find in \( V_h \).

The minimization formulation states that

\[
\min_{u \in V} \mathcal{L}(u), \tag{5.34}
\]

where

\[
\mathcal{L}(u) = \frac{1}{2} \int_\Omega \nabla u \cdot \nabla u \, dx - \int_\Omega \lambda u \, dx. \tag{5.35}
\]

By setting the functional derivative to be zero, we recover the weak formulation.

Finally, we introduce the Galerkin minimization formulation, which is the discretized version of the minimization formulation above. Replace \( u \in V \) in Eq. 5.34 with \( u = \sum_{i=1}^n u_i \phi_i \in V_h \), we get the following finite-dimensional optimization problem:

\[
\min_{u \in \mathbb{R}^n} \mathcal{L}(u), \tag{5.36}
\]

where

\[
\mathcal{L}(u) = \frac{1}{2} u^\top A u - f^\top u. \tag{5.37}
\]

The quadratic programming problem yields the same solution as Eq. 5.33 AmorFEA is based on the Galerkin minimization formulation. Note that for a nonlinear problem,
we may have a more complicated nonlinear optimization problem rather than the quadratic programming.

For further details regarding FEA and its variational formulation, we refer readers to [202].

Appendix B Proofs

**Lemma 1.** A function \( f : \mathbb{R}^n \to \mathbb{R} \) is convex if and only if the function \( g : \mathbb{R} \to \mathbb{R} \) given by \( g(t) = f(x + ty) \) is convex (as a univariate function) for all \( x \) in domain of \( f \) and all \( y \in \mathbb{R}^n \). (The domain of \( g \) here is all \( t \) for which \( x + ty \) is in the domain of \( f \).)

**Proof.** This is straightforward from the definition of convexity of multivariable functions. \( \square \)

**Proposition 3.** The empirical loss function \( \bar{L}_a(W) \) of AmorFEA in the linear model is convex.

**Proof.** We use Lemma 1 to show the function \( \bar{L}_a : \mathbb{R}^{n \times n} \to \mathbb{R} \) is convex. For any fixed \( W_1 \in \mathbb{R}^{n \times n} \) and \( W_2 \in \mathbb{R}^{n \times n} \), let

\[
g(t) = \bar{L}_a(W_1 + tW_2)
\]

\[
= \frac{1}{K} \sum_{k=1}^{K} \left( \frac{1}{2}((W_1 + tW_2)f_k)^\top A((W_1 + tW_2)f_k) - f_k^\top((W_1 + tW_2)f_k) \right)
\]

\[
= \left( \frac{1}{2K} \sum_{k=1}^{K} f_k^\top W_2^\top AW_2 f_k \right) t^2 - \left( \frac{1}{2K} \sum_{k=1}^{K} f_k^\top W_1 f_k \right)
\]

\[
+ \left( \frac{1}{2K} \sum_{k=1}^{K} (f_k^\top W_2^\top AW_1 f_k + f_k^\top W_1^\top AW_2 f_k - 2f_k^\top W_2 f_k) \right) t \quad (5.38)
\]
Since $A$ is symmetric and positive definite, the coefficient of the quadratic term is always positive:

$$\frac{1}{2K} \sum_{k=1}^{K} f_k^T W_2^T A W_2 f_k = \frac{1}{2K} \sum_{k=1}^{K} \| A^{\frac{1}{2}} W_2 f_k \|_2^2 \geq 0. \quad (5.39)$$

This shows that $g(t)$ is always convex. \hfill \Box

**Proposition 4.** The empirical loss function $\mathcal{L}_s(W)$ of supervised learning in the linear model is convex.

**Proof.** We use Lemma 1 to show the function $\mathcal{L}_s : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}$ is convex. For any fixed $W_1 \in \mathbb{R}^{n \times n}$ and $W_2 \in \mathbb{R}^{n \times n}$, let

$$g(t) = \mathcal{L}_s(W_1 + tW_2)$$

$$= \frac{1}{K} \sum_{k=1}^{K} \left( \frac{1}{2} ((W_1 + tW_2)f_k - A^{-1}f_k)^T ((W_1 + tW_2)f_k - A^{-1}f_k) \right)$$

$$= \left( \frac{1}{2K} \sum_{k=1}^{K} f_k^T W_2^T W_2 f_k \right) t^2 + \left( \frac{1}{2K} \sum_{k=1}^{K} f_k^T (W_1 - A^{-1})^T (W_1 - A^{-1}) f_k \right)$$

$$- \left( \frac{1}{2K} \sum_{k=1}^{K} (f_k^T (W_1 - A^{-1})^T W_2 f_k + f_k^T W_2^T (W_1 - A^{-1}) f_k) \right) t \quad (5.40)$$

The coefficient of the quadratic term is always positive:

$$\frac{1}{2K} \sum_{k=1}^{K} f_k^T W_2^T W_2 f_k = \frac{1}{2K} \sum_{k=1}^{K} \| W_2 f_k \|_2^2 \geq 0. \quad (5.41)$$

This shows that $g(t)$ is always convex. \hfill \Box
Appendix C Detailed Formulations

Source Field Finding  The potential energy is

\[
\mathcal{L}(u, \lambda) = \frac{1}{2} \int_{\Omega} \|\nabla u\|^2 dx + \frac{1}{2} \int_{\Omega} (10u^2 + 5u^4) dx - \int_{\Omega} \lambda u dx. \tag{5.42}
\]

The governing PDE (Eq. 5.25) can be derived by minimizing Eq. 5.42.

We set \( \lambda(x) = 100\exp(\|x-(0.1,0.1)\|^2) \), solve the governing PDE by FEA and set the solution to be the desired field \( u_d(x) \) for Eq. 5.24.

Inverse Kinematics of a Soft Robot  We model the soft robot with a neo-Hookean hyperelastic solid [203]. The total potential energy is

\[
\mathcal{L}(u, \lambda) = \int_{\Omega} W dx, \tag{5.43}
\]

where the energy density \( W \) is defined for material bulk and shear moduli \( \mu \) and \( \kappa \) as:

\[
W = \frac{\mu}{2} \left( (\det F)^{-2/3} \text{tr}(FF^T) - 3 \right) + \frac{\kappa}{2} (\det F - 1)^2, \tag{5.44}
\]

and \( F \) is the deformation gradient,

\[
F = \nabla u + I. \tag{5.45}
\]

Since our problem is in 2d, we have assumed plain strain condition. The governing PDE (Eq. 5.29) can be derived by minimization Eq. 5.43. The stress tensor \( P \) in Eq. 5.29 is known as the first Piola-Kirchoff stress and can be obtained by

\[
P = \frac{\partial W}{\partial F}. \tag{5.46}
\]
The boundary constraint $r(u, \lambda)$ in Eq. 5.29 is expressed over the bottom side boundary $\Gamma_b$, top side boundary $\Gamma_t$ and the side boundaries $\Gamma_s$ respectively as

\begin{align*}
  u &= 0 \quad \text{on} \quad \Gamma_b, \quad (5.47) \\
  P \cdot N &= 0 \quad \text{on} \quad \Gamma_t, \quad (5.48) \\
  \Lambda &= h(\lambda) \quad \text{on} \quad \Gamma_s, \quad (5.49)
\end{align*}

where $N$ is the normal vector to the boundary, $\Lambda$ is the stretch ratio (see definition in [204]) and $h(\lambda) = \frac{1}{1+e^{-\lambda}} + \frac{1}{2}$ forces the range of $\Lambda$ to $(0.5, 1.5)$ in order to avoid extreme and unrealistic deformations.
Chapter 6

Concluding Remarks

The dissertation studied several different kinds of mechanical metamaterials with a computational approach. We focused on both modeling and design aspects of these metamaterials, and successfully used machine learning techniques to achieve the goals of both forward simulations and inverse designs.

To provide efficient solutions to forward simulation problems, we first introduced a neural network based computational homogenization scheme to accelerate the forward simulation of cellular mechanical metamaterials. We used a neural network to approximate the effective strain energy density as a function of cellular geometry and overall deformation. The network was constructed by “learning” from the data generated by finite element calculation of a set of representative volume elements at cellular scales. This effective strain energy density was then used to predict the mechanical responses of cellular materials at larger scales. Compared with direct numerical simulation, the proposed scheme could greatly reduce the computational cost.

We studied the same cellular mechanical metamaterials, concentrating on the design aspects. An efficient and robust shape optimization method was introduced to compute optimal geometric pore structures. The proposed method adopted a fixed
referential configuration, so that shape optimization was accomplished without actually modifying the shape of computational domain. Three important numerical examples were used to demonstrate the advantages of the method, namely, optimizing negative Poisson’s ratio, precise control of the onset of instability, and arbitrary tuning of band gaps for phononic structures. These examples cover a broad range of important engineering applications of cellular mechanical metamaterials.

Besides cellular mechanical metamaterials, we proposed an optimization framework that automates the design flow of composite mechanical metamaterials. Using generative models in machine learning, we successfully designed metamaterials with arbitrarily tunable macroscopic elastic moduli. The optimal samples were fabricated with advanced multi-material additive manufacturing techniques, and were tested by standard mechanical experiments for validation of the method.

Thinking beyond the design problems, we focused our attention on general PDE-constrained optimization problems. We proposed amortized finite element analysis (AmorFEA), in which a neural network learns to produce accurate PDE solutions. This network was trained to directly minimize the potential energy from which the PDE and finite element method are derived, avoiding the need to generate costly supervised training data by solving PDEs with traditional numerical methods. As FEA is a variational procedure, AmorFEA is a direct analogue to popular amortized inference approaches in latent variable models, with the finite element basis acting as the variational family. AmorFEA could perform PDE-CO without the need to repeatedly solve the associated PDE, accelerating optimization when compared to a traditional workflow using FEA and the adjoint method.

Finally, we point out some promising future directions for considerations. From the forward modeling perspective, other than simple feed forward neural networks used in this dissertation, we may adjust to more advanced network architectures for specific purposes of mechanical metamaterials. For example, the porous structure
of cellular mechanical materials naturally forms a graph, which prompts the use of a graph-based neural network architecture for modeling. As for the inverse design part, we anticipate the role of automatic differentiation to be more significant in the optimization problems of mechanical metamaterials.
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