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Abstract

Understanding user behavior in software applications is of significant interest to software developers
and companies. By having a better understanding of the user needs and usage patterns, the develop-
ers can design a more efficient workflow, add new features, or even automate the user's workflow.
In this thesis, I propose novel latent variable models to understand, predict and eventually automate
the user interaction with a software application. I start by analyzing users' clicks using time series
models; I introduce models and inference algorithms for time series segmentation which are scal-
able to large-scale user datasets. Next, using a conditional variational autoencoder and some related
models, I introduce a framework for automating the user interaction with a software application. I
focus on photo enhancement applications, but this framework can be applied to any domain where
segmentation, prediction and personalization is valuable. Finally, by combining sequential Monte
Carlo and variational inference, I propose a new inference scheme which has better convergence
properties than other reasonable baselines.
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CHAPTER 1

Introduction

User modeling has been an active field of research in both human-computer interaction (HCI) and

machine learning communities in recent years. Significant growth in the amount of available users'

data, improvement in computational resources and the fierce competition between user-based busi-

nesses are all among the reasons behind this recent attention.

Growth in the user data is the result of growing avidity towards collecting more data with the

hope of better understanding the users. Proprietary software applications are gathering more and

more data with high time-resolution and from different modalities; data such as mouse movement,

event clicks, and location are now routinely collected by many software applications. Gaining

insight into such unprecedented data, requires developing new tools and models.

This growth in data collection has been happening in parallel with the growth in available inex-

pensive and powerful computational resources. In fact the boom in data agglomeration is partially

fueled by this massive growth; inexpensive and powerful hardware means more data can be stored

and processed. On the other hand, analyzing more data necessitates developing more affordable

and powerful hardware; hence, a virtuous cycle has been formed. Another positive consequence

of improvement in hardware is more powerful and flexible software applications. For instance,

photo editing software applications are now available with countless features on mobile devices.

Professional-grade photo-editing software has also advanced by becoming more powerful at the

price of becoming more complicated.

Software companies are competing to attract more users by adding more features to their prod-

ucts. This trend has resulted in feature overload; there are more features in the software than an

average user is able to use. As an example, after loading a photo in a photo editing software appli-

cation, the user is confronted with an array of cryptic sliders like "clarity", "temp", and "highlights"

(see Fig. I -I). Understanding the users' behavior, allows recommendation of more relevant and

personalized features. Thus, user modeling is now an imperative part of designing most user-based

15
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Figure 1-1: User interface for Adobe Lightroom. The flexible and powerful interface enables
experts to achieve impressive results; however, novices may struggle to complete even basic tasks.

software applications.

Although the above reasons may explain the recent interest in applying machine learning tech-

niques to user modeling, we should mention that this topic is not entirely new. The literature on

it can be traced back to the paper by Brown and Burton (1978), where they proposed a framework

called procedural networks for representing the knowledge underlying a skill. They applied the

framework to debugging a student's behavior in mathematical problems, which can be considered

as a special case of user modeling (Webb et al., 2001). There is more related work from the '80s and

'90s on the problem of student modeling; Webb et al. (200 1) covered a comprehensive list of related

work from that period. The advent of the world-wide-web and e-commerce resulted in accelerated

growth in the area of user modeling with machine learning techniques. For some early works see,

for instance, Widmer and Kubat (1996); Pazzani and Billsus (1997); Ungar and Foster (1998).

In general, user modeling refers to methods and algorithms used to gain insight about a user

based on previous interactions (Bjorkoy 2010; Webb et al. 2001; Pazzani and Billsus 2007). User

models may be developed for different purposes; some common ones are as follows:

" Discovering common usage patterns across different users (e.g., Bae et al. 2017; Kosmalla

et al. 2015; Liu et al.; Wang et al. 2016): Log files of software application contain user actions

and their corresponding time-stamps; however, in many applications, the boundaries between

different tasks (i.e., a sequence of events) are not clear and the number of tasks done in each

work session is unknown a priori. In other words, the tasks are unobserved and should be

inferred from the observed event sequence (see Fig. 1 -2). Segmentation and various time

series models are commonly applied to this task.

" Identifying different user groups based on their usage patterns (e.g., Zhao et al. 2016;
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Time Event
k 

2/211 2 Z:2T Task 1: Fill part 2/21/15 23:16:01 Paths-MakeSelection
of image -21 2 dAM-

2/21/15 23:18:46 Select-Deselect

Task 2: Erase part 2/21/15 23:24:10 SetBackgroundColor

f imase
2/21/15 23:24:16 Drag

2/21/15 23:25:17 Edit-Fill
Task 3: ... 1

2/21/15 23:26:14 Edit-Fill

Figure 1-2: A sample log file from Adobe Photoshop. Two sample columns in a log file from
Adobe Photoshop which include timestamps and the events. Note that the boundaries between the
tasks are not evident from only the log file.

Nikolenko and Alekseyev 2016; Geyik et al. 2015): In most software applications, there

is a latent heterogeneity between users; that is, users may belong to different usage pattern

groups. Inferring and identifying user clusters can be useful from different perspectives. From

a business perspective, it can help in identifying what types of users are more engaged with

the application or willing to pay for it. From a design point of view, knowing what types

of features different groups are using can potentially lead to an enhanced user interface and

more optimized workflow.

Personalization and user-dependent recommendation (e.g., Hong et al. 2016; Rabbi et al.

2017): Personalization is known to be a possible solution to the problems of information

and feature overload (Bjorkoy, 2010). By recommending the features best suited for each

user's interests and abilities, personalization can alleviate these problems and improve the

user's experience. In general, recommendation models may not be user-dependent. Based on

the level of dependency on each user, recommendation models can be population-based (i.e.,

one-fits-all), semi-population-based, or individual-based' (Hong et al., 2016).

Latent variable models are a natural fit for these tasks since they all involve some unobserved

variable. In discovering the common usage patterns, this variable can be the unobserved task, in

identifying user groups this variable can be the hidden group, and for the personalization the user's

type can be the unobserved variable. Latent variable models such as Gaussian mixture, factor anal-

ysis, and topic models have been applied to various HCI studies; for a review of these studies, see

Robertson and Kaptein (2016). In this thesis, we propose novel latent variable models for tackling

'A more detailed treatment of these approaches is provided in Chapter 6.
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the three goals of user modeling which we mentioned above.

Generally, latent variable models are a broad class of probabilistic models that are composed of

two parts: 1) the observed variables, which we can directly measure and 2) the unobserved variables,

which we assume exist and can affect the observed variables. The main advantage of using these

models is that we can incorporate our prior knowledge when designing a model. Graphical models

are the standard tool for designing these models; they allow for flexible and powerful models by
providing a framework for prior knowledge incorporation. As we will see in later chapters, in

most cases more a flexible model means a more challenging inference procedure for the latent

variables. We will discuss some widely used approaches for learning and inference in these models

in Chapter 2.

Discovering common usage patterns

For the first goal, we focus on identifying common tasks from user event traces (i.e., log files). A
task is a group of events. For instance, for the task of deleting part of an image, the events can be

opening the file, selecting the appropriate part of the image, deleting, and finally saving the image.

Having a good understanding of the tasks done by the users can potentially help in designing better

workflows and predicting the user's intention.

We may impose different assumptions on the structure of the latent variables corresponding to

the tasks. For instance, if we consider a sequential structure and assume that the transition and event

emission probabilities are dependent only on the current task, then we are essentially assuming a

hidden Markov model (HMM). HMMs and their variants have been applied to time series segmen-

tation problems in HCI (e.g., Yin et al. 2008; Bui et al. 2002). Having a sequential model structure

is advantageous if we are interested in answering questions about the time-dependent aspect of the

data. Using these types of models, we can potentially answer questions such as where the user is

switching from one task to another (i.e., change-point detection problem) or what is the most likely

next task given the current task. We propose two latent variable models with sequential structures

in Chapters 3 and 4.

In Chapter 3, we introduce the segmented infinite HMM (siHMM), a hierarchical infinite HMM

(iHMM) that supports a simple, efficient inference scheme. The iHMM is a Bayesian nonparametric

variant of HMM that we will explain in Chapter 2. The siHMM is well suited to segmentation prob-

lems, where the goal is to identify points at which a time series transitions from one relatively stable

regime to a new regime. Conventional iHMMs often struggle with such problems, since they have

no mechanism for distinguishing between high- and low-level dynamics. Hierarchical HMMs (HH-

MMs) can do better, but they require much more complex and expensive inference algorithms. The

siHMM retains the simplicity and efficiency of the iHMM but outperforms it on user segmentation

problems, achieving performance that matches or exceeds that of a more complicated HHMM.
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Figure 1-3: Sample observations and inferred states for siIMM and Markov Jump Process
(MJP) (a) Observations (denoted by y) for the siHMM model are assumed to be equidistant and
discrete-time. Hence, we ignore the exact timestamp of sample observations in Fig. 1-2. The
inferred states are the index of the hidden states (denoted by z) and the boundaries between the
tasks. Note that we are inferring both the dynamics within each task and the high-level change
points from one task to another. (b) In the MJP model, we assume that observations can occur
on continuous-time points. That is, for the sample observations in Fig. 1-2, the events are not
distributed evenly over time. We infer the index of the hidden states and the sojourn times in each
state.

Chapter 4 covers another sequential model for time series segmentation based on Markov jump

processes (MJPs). In contrast to siHMM, where we assume time steps are discrete, MJPs are

continuous-time models that are applicable in settings where event timestamps are available and

consecutive events are not equidistant. These flexible and powerful models are used to model a

wide range of phenomena from disease progression to RNA path folding. However, learning and

inference in these models are challenging. Maximum likelihood estimation of parametric models

leads to degenerate trajectories and inferential performance is poor in nonparametric models. We

take a small-variance asymptotics (SVA) approach to overcome these limitations. SVA has shown

promising results on scaling-up Bayesian nonparametric models (see Roychowdhury et al. 2013a;

Jiang et al. 2012). Our experiments on user trace segmentation and other applications demonstrate

that our model is competitive with or outperforms widely used MJP inference approaches in terms

of both speed and reconstruction accuracy.

Fig. 1-3 illustrates the inferred hidden states in both siHMM and MJP for the sample observa-

tions in Fig. 1-2. If we assume that knowing the exact timestamps is unnecessary and a hierarchical

structure exists over the dynamics of the hidden states, then the siHMM is a better choice between

the two models. However, if we assume the exact continuous-time timestamps are informative in

our dataset and not much gain occurs in a multilevel modeling, then the MJP is more suitable for

the dataset. We will discuss the merits of each of these models in more detail in Chapters 3 and 4.
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Figure 1-4: A sample result from applying topic models to log files. We introduce a nonstandard
variant of the topic models that can incorporate distributional representation of the events (see text).

If we ignore the sequential structure of the events in the log files, then each user can be repre-

sented as a bag of events. One assumption that we can make is that each user is a mixture of distinct

distributions (one for each task). This assumption leads to topic model structure for the latent vari-

ables. Topic models have also been applied to user data; see, for instance Geyik et al. (2015). Based

on a topic model, we can answer questions such as what are the frequent events in each task, or

what are the tasks that each user is interested in. For instance, Fig. 1-4 demonstrates an example

of inferring the set of events in each task and the tasks that each user spends more time on. These

models are limited in the sense that they generally ignore the sequential aspect of the data so they

cannot be readily applied to settings where sequential models such as HMMs are useful.

We apply topic models to user traces in Chapter 5. We introduce a nonstandard variant of topic

models that can benefit from the distributional representation of the events (e.g., commands in a

photo editing software). We obtain distributional representations from Adar et al. (2014). These

high-dimensional vector representations can capture semantic regularities in the event space; they

exhibit semantic consistency over directional metrics such as cosine similarity. For instance, vector

representation of similar commands such as "eraser tool" and "background eraser tool" will have a

high cosine similarity value. Traditional topic models cannot account for semantic regularities in the

command space. Neither categorical nor Gaussian observational distributions used in existing topic

models are appropriate to leverage such correlations. In Chapter 5, we propose using the von Mises-

Fisher distribution to model the density of commands over a unit sphere. Such a representation is

well-suited for directional data. Experiments demonstrate that our method outperforms competitive

approaches in terms of topic coherence on different datasets while offering efficient inference.

Identifying user groups

We focus on identifying different user groups in a photo editing software application where instead

of a log file, we have the images and their corresponding edits for each user. The edits are repre-
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Figure 1-5: Identifying user groups based on images and their corresponding edits. The training
data contains a set of images and their edits. The inferred user styles can be applied to different
images and produce different styles. In the above example, inferred user styles 1 and 3 are from
novice users which typically do not utilize various sliders. The inferred user style 2 corresponds to
an expert user.

sented as a vector of slider values (e.g., vector of sliders such as "Brightness" or "Contrast"). Our

goal is to infer different user styles applied to the same or similar image. That is due to the fact that

in photo enhancement, different experts may make very different aesthetic decisions when faced

with the same image, and a single expert may make different choices depending on the intended

use of the image (or on a whim). We therefore want a system that can propose multiple diverse and

high-quality edits. In Chapter 6, we develop a statistical model that meets these objectives. Our

model builds on recent advances in neural network generative modeling and scalable inference, and

uses hierarchical structure to learn editing patterns across many diverse users. Empirically, we find

that our model outperforms other approaches on this challenging multimodal prediction task.

Fig. 1-5 illustrates a synthetic example of training data and the inferred user styles from our

model applied to an image. Identified user styles can be applied to a new image and produce a

diverse set of edits applied to a single image. These styles may correspond to styles of a novice or

multiple different experts. Without identifying different user styles, this problem will be reduced to

predicting a single edit for an image. However, in many applications including photo enhancement

there is no single "correct" edit for a given input (e.g. image). Most work predicting photo edits as-
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sume a single best edit, given an image. See for instance models by Yan et al. (2016) or Bychkovsky

et al. (2011) where the authors use a gaussian process regression or a deep neural network to learn

a mapping from the image to the slider values. These methods approximate a parametric function

by minimizing a squared (or a similar) loss. A thorough review of related models is provided in

Chapter 6.

Personalization and user-dependent recommendation

There is an extensive literature on personalization and recommendation in user models; tools such as

collaborative filtering (Su and Khoshgoftaar, 2009), k-NN, and kernel-based algorithms (Ghazanfar

et al., 2012) have been widely used for these tasks. Particularly, various latent variable models

have been proposed in the literature for personalization. For example, Ovsjanikov and Chen (2010)

introduce a modified topic model for personalization in the settings with high sparsity and volatility.

Hu et al. (2014) proposed a two-step procedure for personalization using a latent Dirichlet allocation

(LDA) model. They first infer user interests and form a user profile which is a vector of topic

proportions for each user in an LDA model. Next, they use the user's interest profile to conduct a

nearest neighbor search over all the other users and make recommendations based on the top 100

users. For more examples of these types of models see Brusilovski et al. (2007).

We develop a latent variable model for personalization in photo editing applications in Chap-

ter 6. Similar to the previous task, we assume we have a set of images and their corresponding

edits by a user. Our aim is to predict the edits applied to a new image, given a history of edits from

a user (and also other users). The model is an extension of the style identification model which

we introduced above. We show that in addition to identifying user groups, the model is capable of

adapting to a user's aesthetic preferences.

Limitations of the models and some possible solutions

Despite outperforming other baselines, the latent variable models in Chapters 3 to 6 may suffer

from poor inference performance. This is due to the fact that the variational inference is known to

have difficulties in approximating distributions if non-flexible variational distributions are used. To

improve the performance of variational inference in these types of models, we introduce Discrete

Particle Variational Inference (DPVI) in Chapter 7. DPVI is a new approach that combines key

strengths of Monte Carlo and variational techniques. DPVI is based on a novel family of particle-

based variational approximations that can be fit using simple, fast, deterministic search techniques.

Like Monte Carlo, DPVI can handle multiple modes, and yields exact results in a well-defined limit.

Like unstructured mean-field, DPVI is based on optimizing a lower bound on the partition function;

when this quantity is not of intrinsic interest, it facilitates convergence assessment and debugging.
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In addition to application of user trace segmentation, DPVI performance is illustrated and evaluated

via experiments on several other parametric and nonparametric models. Results show that DPVI can

offer appealing time/accuracy trade-offs as compared to multiple alternatives. We discuss further

limitations of the proposed models along with some possible future research directions in Chapter 8.
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CHAPTER 2

Background

In this chapter, we provide a brief overview of the methods and models which different chapters

of this thesis use extensively. In particular, we explain various approaches for inference in latent

variable models and also review some Bayesian nonparametric models we utilized to build our

proposed latent variable models.

2.1 Inference for latent variable models

Consider a Bayesian model p(yIz)p(z) in which y denote the observations and z denote the latent

variables. In Bayesian inference, we are typically interested in approximating the posterior prob-

ability distribution p(zly) over latent variables z = {Z1, .. . , zNJ}, where the target distribution is

known only up to a normalizing constant Z: p(zly) = f(z)/Z. We will refer to f(z) > 0 as the

score of z and Z as the partition function. Most approximate inference algorithms fall into two

classes: Monte Carlo methods and variational methods. Monte Carlo methods generate samples

from approximations to the posterior distribution that grow more accurate as the technique is given

more compute time. Variational methods (Wainwright and Jordan, 2008) treat probabilistic infer-

ence as an optimization problem over a set of distributions. This set is typically constrained (e.g., to

factorized conjugate exponential distributions), thereby attaining efficiency at the expense of bias.

2.1.1 Importance sampling and sequential Monte Carlo (SMC)

A general way to approximate p(zjy) is with a weighted collection of K particles, {z,... , zK}:

K

p(zly) ~ q(z) W wk6zk, (2.1)
k=1
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where zk z, , Zk4}, and Jx is the Dirac measure at X. Importance sampling is a Monte

Carlo method that stochastically generates particles from a proposal distribution, zk ~ r(-), and

computes the weight according to wk 0c f (zk)/r(zk). Importance sampling has the property that

the particle approximation converges to the target distribution as K - *o (Robert and Casella,

2004).

Sequential Monte Carlo (SMC) methods such as particle filtering (Doucet et al., 2001) apply

importance sampling to stochastic dynamical systems (where n indexes time) by sequentially sam-

pling the latent variables at each time point using a proposal distribution r(z I z,- 1). As a concrete

example, consider the following stochastic dynamical system also known as a hidden Markov model

(HMM). The joint probability density can be written as:

T

p*z y) = pAzi) rl p(z-1z-_1)P(y,1z-). (2.2)
n=1

Our goal is to compute the posterior p(z1:TJy1:T). However, for most models with non-linear

non-Gaussian transition and observation distributions, the posterior does not admit a closed form

and we need to resort to approximate inference methods. In an SMC scheme, particles are extended

over time by a sequence of propose and resample steps. At time n = 1, we sample a set of K

particles from r(zi) using standard importance sampling. For n > 1, we first resample the particles

based on their weight:

k_1 ~ Cat(Wn_1), (2.3)

where Wn -L. (Wa, - -, W,{) denotes the normalized importance weights, Cat denotes the cate-

gorical distribution and ak 1 represents the index of the "parent" at time n - 1 of particle z kn for

n = 2,... , T. Next, we propose new set of particles conditioned on the resampled particles:

zn ~ r(zz a -1), (2.4)

and extend each particle with the new sample: z .n (zn-1 , zk). At time T, we have the following

approximation to the posterior: p(z1:T Iy1:T) k1 W .

Up to this point, we assumed the parameters for the transition p(Zn I z_1) and emission p(yn I z)
distributions are known; for models with unknown parameters 0 E ) we can assume a prior p(O)

over the parameter (vector) and approximate the posterior p(O, Z1:TJy1:T). A Markov chain Monte

Carlo (MCMC) that alternates between sampling 0 and Z1:T is a natural choice for this purpose. To

apply MCMC we need proposal distributions for 0 given z1:T and vice versa. Sampling exactly from

p(lz1:T, Y:T) is typically feasible. However, exact sampling from P0(Z1:TIY1:T) is only possible
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for few models with restrictive assumptions (e.g. linear Gaussian models). For most models, we

need to design a proposal distribution for sampling from po (zl:T Iyl:T).

One popular approach in such scenarios is to use Particle MCMC (PMCMC) methods intro-

duced by Andrieu et al. (201 0a). These methods use an SMC algorithm to propose samples for

Po(z1:T1y1:T). The main advantage of these methods is the asymptotic exactness of sampling from

P0(Z1:T1Y1:T) which is due to the SMC algorithm properties. For a comprehensive overview of

PMCMC methods see Andrieu et al. (2010a).

2.1.2 Variational inference

Variational methods (Wainwright and Jordan, 2008) define a parametrized family of probability

distributions Q and then choose q c Q that maximizes the negative variationalfree energy:

L[q] = fq(z) log q(z) dz. (2.5)

The negative variational free energy is related to the partition function Z and the KL divergence

through the following identity:

log Z = KL[qIjp] + L[q], (2.6)

where

KL[q||p] = jq(z) log q(z)). (2.7)
fz pAzly)

Since KL[qllp] > 0, the negative variational free energy is a lower bound on the log partition

function, achieving equality when the KL divergence is minimized to 0. Maximizing [q] with

respect to q is thus equivalent to minimizing the KL divergence between q and p. Note that we

are assuming continuous latent variables; for discrete variables, the integrations should be replaced

with summations in the above equations.

Unlike the Monte Carlo methods described in the previous section, variational methods do not in

general converge to the target distribution, since typically p is not in Q. The advantage of variational

methods is that they guarantee an improved bound after each iteration, and convergence is easy to

monitor (unlike most Monte Carlo methods). In practice, variational methods are also often more

computationally efficient.

Depending on the variational distribution family that we consider, the optimization procedure

for equation Eq. (2.5) can be different. For instance, restricting the family to exponential distri-

butions, may result in closed-form update rules of mean field variational inference. More flexible
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parametric density estimators such as multilayer perceptron (MLP) are also possible; we will dis-
cuss them in Section 2.1 .3.

2.1.3 Variational autoencoders (VAEs)

The VAE, introduced by Kingma and Welling (2013), has been successfully applied to various mod-
els with continuous latent variables and a complicated likelihood function (e.g., a neural network
with nonlinear hidden layers). In these settings, posterior inference is typically intractable, and even
approximate inference may be prohibitively expensive to run in the inner loop of a learning algo-
rithm. The VAE allows this difficult inference to be amortized over many learning updates, making
each learning update cheap even with complex likelihood models.

As an instance of such models, consider modeling a set of M i.i.d. observations Y = {y(") }M

with the following generative process: z(m) r h and y(m) ~ f(go(z(m))), where z(m) is a latent
variable generated from a prior h(z) (e.g., Af(0, I)) and the likelihood function

pO(y(m) z(m)) = f (y(m); go(z('m))) (2.8)

is a simple distribution f whose parameters go(z(m)) can be a complicated function of z("). For
example, po(y("m) z(m) might be V(y(m); p(z(m); 0), Z(z(m); 0)) where the mean and the covari-
ance depend on z(") through a multi-layer perceptron (MLP) richly parameterized by weights and
biases 0.

In the VAE framework, the posterior density po(zly) is approximated by a recognition net-
work qo(zly), which can take the form of a flexible conditional density model such as an MLP
parameterized by 4. To learn the parameters of the likelihood function 0 and the recognition net-
work #, the following lower bound on the marginal likelihood is maximized with respect to 0 and #:

LVAE(O, 0) A Eq(zly)[log po(yjz)] - KL(qO(zly)J|p(z)). (2.9)

To compute a Monte Carlo estimate of the gradient of this objective with respect to #, Kingrna and
Welling (2013) propose a reparameterization trick for sampling from qO(zly) by first sampling from
an auxiliary noise variable and then applying a differentiable map to the sampled noise. This yields
a differentiable Monte Carlo estimate of the expectation with respect to #. Given the gradients, the
parameters are updated by stochastic gradient ascent.

2.1. Inference for latent variable models 28
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2.2 Bayesian nonparametric (BNP) models

Bayesian nonparametric models are flexible generative models that can capture complex latent struc-

tures and adapt their complexity to the data. These models provide another view on the problem of
model selection in machine learning. Typically, the number of parameters in a model can be deter-

mined via some model selection metrics which favors simpler models and can fit the data well. In
the BNP models the number of parameters is not fixed a priori; it can grow in the inferred model as
more data is observed. In fact complexity is controlled via the prior distribution; with small datasets

the posterior is typically simpler. By adding more data points the posterior gets more complex and

more accurate.

Being flexible and also an elegant alternative to parametric model selection, makes BNP models

ideal candidates for latent variable modeling. There are two main categories of BNP models de-
pending on whether they are based on a prior over functions (i.e., Gaussian process) or a prior over

distributions (i.e., Dirichlet process). In this thesis, we focus on latent variable models which are

extensions on Dirichlet processes. For a detailed review on BNPs see, for example, Gershman and

Blei (2012); Sudderth (2006).

2.2.1 Dirichlet process mixture models (DPMM)

A DPMM, a mixture model with a Dirichlet process (DP) prior, has been commonly used in prac-

tice. Having a simple and scaleable posterior sampling scheme can be the reason behind its wide

applicability. DP defines a distribution over random probability measures. It is defined by a con-

centration parameter a and a base measure H over a measurable space . More concretely a DP

is defined as follows:

Definition 2.2.1 (Dirichlet process). Assume a > 0 and a probability space (E, F, H). We say G
is distributed according to a Dirichlet process with parameters a and H and write G - DP(a, H)

if for every measurable partition {T1, ... , TK} of 0:

K

U Tk = E, T n T = 0ij, (2.10)
k=1

we have

(G(T1), G(T2), ... ,G(TK)) ~ Dir(ceH(T1), ceH(T2),. . ., ceH(TK)). (2.11)

Intuitively, this means if we sample from a DP and sum over the probabilities in a region Tk - E
then there will be a mass of H(Tk) in that region on average. The concentration parameter a controls

the inverse variance; a high a means more concentrated mass around the H(Tk).
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There are various representations of the DP. The one described above is not a constructive rep-

resentation; in what follows we provide two more representations of DP which are constructive

and can be used in devising inference schemes. We define a DPMM based on these constructive

representations.

DPMM generates data from the following process (Antoniak, 1974; Escobar and West, 1995):

irla ~ GEM(a), OkIH ~ H, (2.12)

Zn 17r ~ 7r, yn IZn, (O)k'-1 ~ F (Oz.),

where GEM(a) is the stick-breaking distribution with concentration parameter a > 0 defined by

7ri = (I - vg)(v), v1 -i Beta(1, a) (2.13)
j<i

and H is a base distribution over the parameter 0 k of the observation distribution F(y lOz). Fig. ]2

1(a) demonstrates the graphical model for the DPMM.

Since the Dirichlet process induces clustering of the parameters 0 into K distinct values, we can

equivalently express this model in terms of a distribution over cluster assignments, z' E {1,.. . , C}.

The distribution over z is given by the Chinese restaurant process (Aldous, 1985):

P(Z. = cIzi:ni) oc tc if C < C+ (2.14)
a if c = C+ + 1,

where t, is the number of data points prior to n assigned to cluster c and C+ is the number of

clusters for which te > 0.

2.2.2 Hierarchical Dirichlet process (HDP)

HDP introduced by Teh et al. (2006a) is a hierarchical variant of Dirichlet process that can be

applied to grouped data (see Fig. 2-1 for its graphical model). We assume that there are M groups

and denote the nth observation in group m by Ymn. The generative process is as follows:

13|y ~GEM(y), 7rM iUd DP(a, 3), OkIH ~ H, (2.15)

Zmn17rm ~ 7rm, YmnIZmn, (Ok) ~I F(OZn ),
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Figure 2-1: Graphical models for (a) DPMM (Section 2.2.1), (b) HDP (Section 2.2.2) and (c)
HDP-HMM (Section 2.22).

where 3 and rm are probability measures over positive integers and each 7rm is independently

distributed according to DP(a, /). A sample from DP(a, /) can also be shown as:

00

Xk , 7rm = ZWkx .
k=1

(2.16)

HDP can be extended to sequential domains. Applying HDP to an HMM results in a model

which is called HDP-HMM (Teh et al., 2006b) or infinite HMM (iHMM). This is a dynamic mixture

variant of the HDP, in which there is a mixture component for each possible hidden state. An iHMM

generates data from the following process:

7rm i DP(a,) ), OkIH ~ H, (2.17)

where zt is the hidden state at time t (see Fig. 2-1(c)).

Like the DPMM, the iHMM induces a sequence of cluster assignments. The distribution over

cluster assignments is given by the Chinese restaurant franchise (Teh et al., 2006b). Letting tj,

denote the number of times cluster j transitioned to cluster c, zt is assigned to cluster c with prob-

ability proportional to tztlc, or to a cluster never visited from zt_1 (tztec = 0) with probability

proportional to a. If an unvisited cluster is selected, zt is assigned to cluster c with probability

proportional to Ej tje, or to a new cluster (i.e., one never visited from any state, E tjc = 0) with

probability proportional to -y.

Z1 Z2 Z3 - Z

H-@

(c)
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w ~ GEM (a),

,31y ~GEM(-y),

Zt+1|zt, (7r,-)' =1 ~ 7rz ,, YtlZt, (0k k'i ~ F(Ozt),



2.2.3 Hierarchical Gamma-exponential process (HFEP)

HFEP, the hierarchical variant of the gamma-exponential process (PEP), can be used for building

continuous-time sequential models. We denote the Moran gamma process with base measure H

and rate parameter -y by rP(-y, H) (Kingman, 1993). We recall that the Moran gamma process is a
distribution over measures. If p - FP(-y, H) is a random measure distributed according to a Moran
gamma process with base measure H on the probability space (Q, T) and rate parameter 7, then for
all measurable partitions of Q, (A 1 , . .. , At), p satisfies

(p(A 1), ... , P(Af)) - Gam(H(A1), -y) x . x Gam(H(At), y). (2.18)

The HrEP generates a state/dwell-time sequence zo, ti, zi, t2 , z2 , t3 , Z3 ,... (with zo assumed
known) according to (Saeedi and Bouchard-C6td, 2011):

po ~ FP(70 , aoHo), Am I IP(7, o), (2.19)

Zk I Zk_1, (/Lm)m=O ~ YZk-1, tk Z-1, (Am)' o ~ Exp(Ipzk _1|| (2.20)

where HO is the base probability measure, ao is a concentration parameter, fim A pm /Apm ,
and |Iip| denotes the total mass of the measure p.

2.2.4 Truncated variational inference in DPs and HDPs

Inference in DPMM and HDP models can be done via Monte Carlo methods such as Gibbs sam-
pling and also via variational methods. For the purpose of this thesis, we only focus on truncated
variational methods since they are more amenable to scaling up to large datasets.

Performing variational inference in BNP models is challenging due to the fact that these models
can potentially have infinite number of variational parameters. Hence, most variational approaches
in these models are based on truncation. Truncation can occur in two different ways: 1) truncating
the two stick-breaking distributions in the definition of HDP (used by Hoffman et al. 2013) and
2) truncating the support of q(zt) which is the variational distribution for the hidden states in an
HDP model (used by Bryant and Sudderth 2012). We only use the second scheme in this thesis but

we explain both here for the sake of comparison. To be more concrete, we compare the inference

schemes in the context of an HDP topic model.

Truncating the stick-breaking process for the variational distribution The first scheme

introduced by Hoffman et al. (2013), assumes the following generative model for an HDP topic
model for D documents (which is different from Eq. (2. 15)):
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1. Draw breaking proportions at the corpus level, /3j Beta(1, -y) for j C {1, 2, 3,.

2. Draw infinite number of topics, Ok ~ Dir(rq) for k E {1, 2, 3,

3. For each document:

(a) Draw document-level topic indices, Cdi ~ Mult(o-(3)) for i E {1, 2, 3,.-. } where

0-i() = T1[ei(1 - 0j)(0i).

(b) For each word n:

i. Draw breaking proportions at the document level, Fdi ~ Beta(1, a).

ii. Draw topic assignment Zdn - Mult(O-(rd)).

iii. Draw word w, ~ Mult(Ocz ).

The variables in this model that need to be inferred are Vi, 0 k, Cdi, lrdi, and Zdn. Since the model

contains infinite number of hidden variables, a naive variational approach requires optimizing over

potentially infinite number of variational parameters. To address this issue, one approach introduced

by Blei et al. (2006) is to truncate the stick-breaking distributions in the variational distribution at

two levels. Considering truncation levels T and K for the document-level and corpus-level sticks,

we have the following variational family:

K D T Nd

q(0, 3, c, 7r, z) = IIq (0k)0(k) fJ rJ q(cdi)q(rdi) fJ q(zdn) (2.21)
k=1 d=1 i=1 n=1

where Nd is the number of words for document d.

For high enough truncation levels T and K, the variational posterior will use as many as topics

that are needed and does not necessarily use all the possible T topics; hence, the model is not finite.

Also note that we are only truncating the variational distributions and not the generative model.

"Direct assignment" truncation The truncation scheme that we use in this thesis, is the called

the direct assignment truncation and it has been used by Johnson and Willsky (2014), Bryant and

Sudderth (2012), and Liang et al. (2007). As the name suggests, in the generative process for the

topic model, we directly assign words to corpus-level topics. That is, the generative model is the

same as Eq. (2.15) and we have the following variational distribution:

cc D Nd

q(0, 3,r, z) = q(0) 17 q (0k) 1J q(wd) fJ q(zd,) (2.22)
k=1 d=1 n=1
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The individual distributions for variational distributions are:

q(#) = 6,.(0), q(Ok[Ak) = Dir(OkIAk), (2.23)

q(-Xdlvd) = Dir(7rdlvd), q( Zd.1p0d) = Cat( Zdn1dn ),

where 6,3(,3) is the degenerate distribution at the point 0* and Ak, vd, #dn are the variational

parameters. We truncate q(zdn), the topic indicator distribution for each word, at the threshold

K. That is, q(zdn = k) = 0 for k > K. With this assumption, we can ignore the topic

distributions with indices greater than K and only update the remaining parameters. In other

words, other factors q(3), q(Ok) and q(7rd) are different from their priors over the first K com-

ponents. Hence, the variational parameters for q(1rd) and q(/3) instead of countably infinite ele-

ments have K + 1 elements: q(rd) = q((Wrdl, 7d2, -* , (dK, Wd,rest)) Dir(vdl, - - - , Vd,K+l) and
q(0) = (0*, *, --- , 3 r*est) where 7d,rest =-1 - _ 'dk and Or/est = 1 - =1)3 -

The main advantage of the direct assignment truncation scheme is that it requires less book-

keeping. Another advantage is that as opposed to the stick-breaking truncation, the family of ap-

proximations is nested over K. This means an automatic truncation level adjustment can be done as

proposed by Bryant and Sudderth (2012). However, the disadvantage of this approach is the update

to q(#) is not conjugate given the other factors. We simplified the updates by using a point estimate

for 0. It has been empirically shown (see Johnson and Willsky, 2014; Bryant and Sudderth, 2012;
Liang et al., 2007) that the updates to the global topic weights have much less impact compared to

the improvements to the topic distributions. One reason for this behavior could be that the main

effect of / is to share sparsity across all document topics; hence, a point approximation for q(O)
can work reasonably well in practice for large datasets.

Updating the variational parameters requires taking the gradient of Eq. (2.5) with respect to the

variational parameters. This yields the following update equations for odn, Ak, and Vd:

cdnk oc exp{ Eq(0k)[log OknI + Eq(lrd)[log Fdk1 (2.24)
D

Ak - E Cn(i) jink (2.25)
j=1

Nd

11dk 'a/k + E Cn(d)Jdnk (2.26)
n=1

where cntj) is the number of times word n appears in document J. To update the / parameters, we
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need to take the gradient of the variational objective Eq. (2.5) with respect to 0*:

{
= VO* Inp(3*)

D '
+ E E'q(,r,) In P(7rdI/*)

d=1

(2.27)

(2.28)

where from Eqs. (2.15) and (2.23) we have:

a 1
- (-y -1) o

E,(r,)[In P(7rdli*)] = -y/(vdk) - '-7(vd,K+1) + '?('y E K D -
j=1

(2.30)

To update the gradients we use a backtracking line search so that for each gradient step we have

* > 0.

and

(2.29)
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CHAPTER 3

Segmenting user behavior traces

with an efficient Bayesian nonparametric approach'

3.1 Introduction

User behavior traces collected from a software application may evolve at multiple timescales. For

instance, in a photo editing application, the tasks such as filling part of an image or erasing part of

it (see Fig. 1-2), evolve at the high-level. At the low-level and within the tasks, there are some non-

exchangeable events. That is, to correctly perform each task, some order of the events needs to be

preserved. In erasing part of an image, the eraser tool needs to be selected first, then the background

color should be chosen and finally the tool should be dragged over the image.

Such hierarchically structured sequences characterized by multiple timescales is not limited to

user trace segmentation and may arise in many domains, including natural language (Lee et al.,

2013), handwriting (Lake et al., 2014), and motion recognition (Heller et al., 2009). For example,

it is natural in motion recognition to model the sequence of high-level actions (such as walking to a

chair, then sitting down) and steps within the actions (e.g., bending one's knees then leaning back

to sit down) at two different levels.

In this chapter, we will focus on the problem of segmentation, in which the goal is to identify

points at which a time series transitions from one relatively stable regime to a new regime. In the

photo editing example, the segmentation problem would be to identify when a user transitioned from

one type of task (e.g., filling part of an image) to another (e.g., erasing part of an image), without

necessarily identifying what they were doing. This is one of the easiest problems in time-series

modeling that involves multiple timescales, but (as we will see) it is quite hard for (i)HMMs, which

have no mechanism for distinguishing between high- and low-level dynamics.

'This chapter is based on the work by Saeedi et al. (2016) (http://proceedings.nir.press/v48/saeedil6.pdt).
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Figure 3-1: siHMM applied to a synthetic dataset. (a) A sample of a synthetic dataset with true
and inferred segmentations. Top three plots: the y-axis shows 1-d obtervations, colors denote true
or inferred hidden state, vertical lines denote true or inferred segment boundaries. Bottom plot:
inferred posterior probability of a segment boundary. (b) Top True and Bottom inferred transition
matrices

The iHMM and its variants (e.g., Fox et al. 2008; Saeedi and Bouchard-C6td 2011) have been

among the most successful Bayesian nonparametric models, with applications from speech recog-

nition (Fox et al., 2011) to biology (Beal and Krishnamurthy, 2012). However, despite their success

in modeling time series with complicated low-level dynamics, their application to time series with

multiple timescales has been limited.

The hierarchical HMM (HHMM) is a generalization of the HMM that naturally deals with

dynamics at multiple timescales (Fine et al., 1998; Murphy and Paskin, 2002). But this general-

ity comes at a price: these models lack the simple predictive distributions and efficient inference

schemes that make (i)HMMs so popular. And the available nonparametric versions of the HHMM

(e.g., Heller et al., 2009; Stepleton et al., 2009) are complex to implement and not readily amenable

to efficient inference.

We propose the segmented iHMM (siHMM), a simple extension to the iHMM that does not suf-

fer from the above problems and can discover segment boundaries in time series with dynamics at

two timescales. Unlike the HHMM, our model does not explicitly model higher-level state; instead,

it assumes dynamics that evolve according to a standard iHMM except for occasional change-point

events that kick the model into a new randomly chosen hidden state, disrupting the low-level dy-

namics of the iHMM. Because it relies on a very simple model of high-level dynamics, inference in

the siHMM has time and implementation complexity similar to that of the iHMM, and well below

that of a typical HHMM. We show that this simple change-point extension is sufficient to encourage

the iHMM to model time-series data characterized by multiple regimes of low-level dynamics.

3.1. Introduction 38



39

Although our model is limited by the depth of the hierarchy, in many practical applications of
HHMMs (e.g., Olivera et al. 2004; Nguyen et al. 2005; Xie et al. 2003) a two-level analysis of the

dynamics is sufficient.

Below, we describe two versions of the model. The first version, which we call the feature-

independent model, enjoys conditional conjugacy and therefore has simple Gibbs and variational

inference algorithms. The second version, which we call the feature-based model, can incorporate

domain knowledge without requiring a complex new machinery. We present a stochastic variational

inference (SVI) scheme for the feature-based model; the derivation for the feature-independent

model is similar and straightforward.

In addition to applying the model to segmenting user behavior traces, we apply the model to

two different tasks: biometric sensor data labeling and automatic behavioral segmentation of fruit

fly. As mentioned, segmenting user behavior traces is of significant importance in understanding

the behavior of software application users; it can help in identifying and simplifying the complex

common patterns among the users (e.g., Adar et al. 2014; Han et al. 2007; Horvitz et al. 1998).
Labeling sensor data gathered in everyday life settings can be used not only to understand physical

activities (e.g., Ermes et al. 2008; Parkka et al. 2006), but also to detect psychological and emotional

states (e.g., Picard et al. 2001; Healey and Picard 2005). Such labels can aid in implementing

effective health and well-being related interventions, understanding user behavior, and designing

affective interfaces. Finally, for the fruit fly behavior segmentation, we use a dataset from Kain et al.

(2013); the results of this task can be used to better understand how the nervous system generates

behavior.

We empirically compare our model with two main baselines: 1) a two-level Bayesian nonpara-

metric hierarchical HMM (HHMM) introduced by Johnson (2014) that models high-level dynamics

as an infinite hidden semi-Markov model (HSMM) and sub-dynamics as an iHMM, and 2) the

iHMM. In each of these tasks, we show that our model outperforms the nonparametric HHMM

(despite being substantially simpler and faster) and the iHMM.

3.2 Model

Our model can be viewed as a generalization of an iHMM where the transition probability from

each state k is a mixture of two distributions: 1) a state-dependent transition probability distribution

7k, as in an iHMM, and 2) a state-independent probability distribution 7ro. Which of these two

distributions generates a hidden state zt at a given time t depends on the hidden state zt_1 and

observation yt-1 at the previous time t - 1.

We say that the transitions caused by 7ro define the boundaries of a segment. The model implic-

itly assumes that the low-level dynamics within a segment are more structured and predictable than
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the higher-level dynamics that govern transitions between segments, since it can throw much more

modeling power at these low-level dynamics. For instance, In the user trace data in a photo editing

application, the dynamics of a task may be highly structured and predictable, whereas the dynamics

that govern whether a user transitions from filling part of an image to erasing or applying a filter

may be much less predictable.

3.2.1 Feature-independent model

The feature-independent model assumes the following generative process. At time step t = 0, we

initialize the process by sampling a hidden state zo from a distribution 7ro. Given a hidden state zt,

we generate an observation yt from a conditional observation distribution F(,,) where O, is the

parameter corresponding to the hidden state zt: yt Izt - F(Oz,).

Next, we sample a variable st, which we call the segmentation variable, from a Bernoulli dis-

tribution with a parameter wzt. This is a state-dependent variable which has a conjugate beta prior

with hyperparameters ao and bo. Here, st = 1 denotes the beginning of a new segment:

wi ~ B eta (aO, bo); st Izt, yt ~ B ern (wzt ).

We denote the probability of creating a new segment at time t by ps. If st = 0, we sample the

next state zt+1 from a state-dependent distribution 7rz, (as in the iHMM), otherwise, we ignore the

current state zt and sample zt+1 from a distribution lro:

Zt+1 I Zt, St = 0 ~ rzt, IZt+1 I Zt, st = 1~ ro

The transition matrix has the same generative process as the iHMM:

#3 ~ GEM (7); 7ri ~ DP(a, 0); Oi ~ H;

where H is the prior distribution over 0, and -y and a are the concentration parameters of the

stick-breaking and the Dirichlet process, correspondingly. The graphical model of the feature-

independent siHMM is depicted in Fig. 3-2.

An illustration of the model applied to a synthetic dataset (explained in Section 3.51) is provided

in Fig. 3-1. The model is able to approximately recover the block-diagonal structure of the true

transition matrix. Even though the model does not explicitly encourage block-diagonal structure,

the sparsity induced by the DP prior on 7rk is sufficient to encourage the model to push inter-segment

dynamics into iro and recover the block-diagonal intra-segment dynamics.
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Figure 3-2: Graphical representation of the feature-independent siHMM.

3.2.2 Feature-based model

In some tasks such as segmenting software user traces or tagging fruit fly behavior, there is a rich

domain knowledge available for improving the model. For instance, in segmenting user traces,

features like I(action = save) or 1 (action = close) may indicate the end of a segment. We

modify the model in a way that we can add features declaratively. Although due to lack of conjugacy,

deriving the Gibbs sampler is not straightforward anymore, in Section 3.3, we derive an efficient

SVI algorithm for this model.

The difference between this version of the model and the feature-independent version is in the

conditional distribution of the segmentation variable st (see Fig. 3-3 for the graphical model). Here,

the parameter of the Bernoulli distribution is

o-#-f(y) + W_") =II
f + exp f(y) - wz,)

where # is the weight vector for the data-dependent features, f(y) is the feature function which

consists of all observation-dependent features, and wz, is the feature weight for hidden state zt.

To simplify the notation, we assume that the observation-dependent features only depend on the

observation at a single time step. Hence, we have

stIzt, yt - Bern(o-( - f(yt) + wz,)).

We do not assume a prior for the feature weights; instead, we use a point estimate for them in our

SVI algorithm.
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Figure 3-3: Graphical representation of the feature-based siHMM.

3.3 Stochastic variational inference

To keep the notation uncluttered, we assume that we have a dataset y of K sequences all with the

same length T and write: y = {yk:}T _1, z = {z1} ,s = {s.T} k1. For inference, we use the

stochastic variational inference (SVI) algorithm (Hoffman et al., 2013) and approximate the poste-

rior with a truncated variational distribution introduced by Johnson and Willsky (2014). We approxi-

mate the posterior p(z, s, 3, #, w, r, 01y) with a mean-field family distribution q(z, s)q(3)q(w)q(O)q(7r)q(O).

In the language of SVI, z and s are local variables and w, 0, 7r, and 0 are global variables. We

maximize the marginal likelihood lower bound L:

L Eq [In P(z,' s "' w, ,7 r, ,y)
q q(z, s) q(0) q(w) q(#) q(7r) q(0)

by using stochastic natural gradient ascent over the global factors and standard mean-field updates

for the local factors. At each iteration of SVI, we sample a minibatch of M sequences from the

dataset and update its local factors; next, given the expectation with respect to the local factors, we

update the global factors by taking a step of size p in the approximate natural gradient direction.

To further simplify the notation, we assume that the minibatch is a single sequence and drop the

superscript for y, z and s. Next, we explain the variational factors for each of the variables.

3.3.1 Variational factors

For q(zI:T, Si:T), the "direct assignment" truncation used by Johnson and Willsky (2014), sets

q(zi:T, si:) = 0 if for any of z1 to ZT we have zt = k and k > K; here K is the truncation

level. Since by using this truncation the update to q(0) conditioned on the other factors is not con-

jugate anymore, similar to that we described in Section 2.2.4, we use a point estimate for q(3):

q(0) = 63 (/). We adopt the same point estimate approach for the parameters of the sigmoid func-

tion; hence, q(#) = 60 (#) and q(wz) = 6, - (wz).
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With this truncation scheme, we can write the prior over 7rF as p((7rii, . . . , 7iKi7ri,rest)) =

Dir(ai,..., a 3K, a 3 rest). Here, Wri,rest = 1 - EK-I-7rk and /3 rest = 1 - EK_1 !. The opti-

mal q((7rii, . . ., riK, 7ri,rest)) is of the form of Dir(di) where d is the parameter of the variational

distribution (Hoffman et al., 2013).

We assume that the prior over 0 is in an exponential family with natural parameter q, and it is a

conjugate prior for the likelihood function f (yt 0). This implies that the optimal variational distribu-

tion q(0) is also in the same family with some other natural parameter denoted by i. More formally,

we have: h(0i) oc exp{(ii, to(0i))} and q(0i) oc exp{ (i, to(0i))} where to is the sufficient statistic

function of p(O).

3.3.2 SVI update equations

For the variational updates, we need to take expectations with respect to each of the variational

distributions. For the expectations with respect to q(zi:T, s1:T), a modification of the standard

HMM forward-backward algorithm with the following forward F and backward B messages can

be used:

F(zt, st) f(ytJBzt )p(st~zt, yt) x F(zt_1, st-1)p(zt~st_1, zt_1);
zt-1 ,t-1

B(zt, st) B(zt+1, st+) x f (yt+1|Jzt1)p(st+1|zt+1, yt+1)p(zt+1|st, zt).
Zt+i,St+i

These messages can be computed in 0 (TK2 ). In fact, the augmented transition matrix that we need

to compute for these forward-backward messages has the following form:

t+1 = 0 St+O =

st =0 (1 - Ps+1 Pt+1

St ] sg)] r e st 1_ ( - p+1 0 P~ +1 70 -

where H is a K x K transition matrix and 1 is an all-ones vector of size K. The matrix operation

for computing a message requires 2K2 operations for the upper half of the matrix (st = 0) and

2K + K for the lower half (st = 1). This is because all the rows of each K x K block in the lower

half are the same. Hence, the total number of operations for message passing is T(2K2 + 3K).

Furthermore, the total memory required to compute these operations is O(TK).

For updating the local factors, instead of %rij and f (yt |Zt) in Eq. (3.1), we compute the forward-

backward messages using: rij exp{Eq(,) In 7ri} and ti A exp{Eq(6 ) In f(yt 10,,, zt = i)}



The expectations of the sufficient statistics with respect to q(zI:T, s1:T) are:

T

trans i E(z1:7,s1:T) Z [Zti =, Zt j, Sti = 0, St .1;

tns q E (zi:,,Sl:T) [i =j + [ = ,s _1 = 1 ;
t=2

T

t(A Eq(zj:T,s1.) Z I[zt =j, st = .]t'(y). (3.1)
t=1

Given these expected sufficient statistics for S sequences and minibatch size M, we can write the
update equations for the parameters of the global variational factors q(7r) and q(O) with a scaling
factor m A S/M:

i <-(I - pK# + p(r7i + M1,

di +- (1 - p)&i + p(a + m.tirans)

do +- (1 - P)do + P(ao + mi rans)-

For the global factors q(w), q(#) and q(0), we use a point estimate; hence, we only need the gradient

of L with respect to *, 0* and w*. For V0 we follow the derivation in Section 2.2.4 and obtain

the gradient to use in a truncated gradient step on 0*. To estimate 0*, we have:

V4* L = VO* Eq(zl:TSl:T) InP( ZPT.Si.T)
I (O)q(zj:Ts1:T)

T

= Eq(z1:TSi:T) stf(yt) - p(st = Ilyt, zt)f(yt)1

We have a similar equation for w*. This gradient computation has time complexity of O(TK).

3.4 Related models

There are few models similar to our model in terms of extending iHMM to multiple timescales.

Infinite hierarchical HMM (iHHMM), introduced by Heller et al. (2009), is a nonparametric model

that allows the HHMM to have potentially unbounded depth. Hence, the model can infer the number

of levels in the hierarchy. In iHHMM, the bottom level is the observed sequence and each level is a

sequence of hidden variables dependent on the level above. As the authors suggested, more efficient

inference algorithms are needed in order to make their model useful for practical applications.

The block-diagonal iHMM (Stepleton et al., 2009) is a generalization of the iHMM that assumes

a nearly block-diagonal structure on the transition matrix of the iHMM. Each block corresponds to
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a "sub-behavior" and the model can partition the data sequences according to these sub-behaviors.

The model first partitions the infinite number of hidden states into an infinite number of blocks by
using an additional stick-breaking process. Then, it increases the probability of transition between

the states of a block by modifying the Dirichlet process prior over the transitions. Hence, as the

block size becomes smaller, the model behavior converges to that of iHMM. For inference, as

the authors explained, achieving a fast mixing rate in their proposed inference algorithm requires

implementing a nontrivial bookkeeping-intensive method. In contrast, our model is much simpler

and easier to implement inference for, but it can also discover transition matrices with approximately

block-diagonal structure; the segmentation events provide a mechanism for transitioning from one

group of connected states to another.

Another related model is a two-level Bayesian nonparametric HMM introduced by Johnson

(2014) that models the high-level dynamics or the superstates as an HDP-HSMM. As a generaliza-

tion of iHMM, HDP-HSMM can model the dwell time in each state by sampling that from a state-

specific duration distribution once a state is entered. For a formal definition of the HDP-HSMM,

see Johnson (2014). Given each superstate j, observations are generated according to an iHMM

with parameters { 73, -, 7(} . where xt denotes the substate at time step t. Compared to our

model, this model is much more flexible; however, the computation of forward-backward messages

is less efficient. Moreover, it requires more bookkeeping for all superstates and their substates, and

uses separate truncation levels for the superstates and each of the iHMMs correpsonding to them.

(One can set a large truncation level for all of them, but this means paying a huge computational

cost for iHMMs that only require a few states. In contrast, in the siHMM we only need to set a

single truncation level for the whole model.) We refer to this model as the sub-iHMM and use it as

a baseline since it is a flexible Bayesian nonparametric model that supports two-level dynamics.

Finally, the iHMM or sticky HDP-HMM can be used for segmentation by treating changes in

hidden state as segment boundaries (Fox et al., 2011). In the sticky HDP-HMM, a self-transition bias

encourages consecutive observations to be associated with the same state. The model can capture

segments in tasks such as speaker diarization; however, within a given state there are no dynamics.

In other words, in the sticky HDP-HMM, the observations within a segment are independent of

each other. This makes the model less appropriate for segmenting sequences with predictable intra-

segment dynamics. For instance, in a software application workflow an action like selection

needs to come before an action like move s ele et ion. In our iHMM experiments, we include a

"sticky" self-transition bias '.

2 We do not include a separate column in Table 3.2 for the sticky HPD-HMM; instead, we find the best variational
lower bound for all settings of hyperparameters of the iHMM including a hyperparameter for self-transition bias.
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3.5 Experiments

We evaluate the performance of our feature-independent and feature-based models on synthetic and
real datasets. We use a synthetic dataset to illustrate the advantages of our model compared to

baselines.

In order to further demonstrate the capabilities of our model, we apply it to three real tasks from

human-computer interaction and two other domains: sensor data analysis, and biology. The proper-

ties of the datasets used for these tasks are provided in Table 3.1. In this table, the maximum number
of labels is the total number of segment labels for each dataset 3. All datasets are accompanied with

the "gold standard" labels; hence, the ground truth is available and we can compute the labeling

error of our model.

As mentioned in Section 3.4, two reasonable baselines for our model are the two-level Bayesian

nonparametric HMM and iJMM. We report the labeling error (or normalized Hamming distance in
the case of the synthetic dataset) and predictive log-likelihood for our model and these baselines. To

choose among different hyperparameter settings, we use the variational lower bound (VLB) as our

objective measure. We show that our model, while being simpler and efficient in terms of inference,
is competitive with or outperforms these baselines. For all experiments on siHMM we try both the

feature-independent and feature-based models; we report the results separately in Table 3.2 to show

the effect of including observation features in the model. In the experiments, we only try the hidden

state and the observation as the features for a given time step. However, more sophisticated features

can be made from the observation(s). For the details of all experiments see the supplementary

material.

3.5.1 Synthetic data

We generate a synthetic dataset with 5000 data points from 3 different transition matrices, each with
3 hidden states. Each row of each transition matrix is sampled from a modified Dir(1) with self-
transition bias of 1. The observations are sampled from normal distributions with non-conjugate

separate priors N(0, 10) and F1 (2, 1) on their mean and variance parameters, respectively. The

goal is to find the points where we change regimes and also to determine the dynamics within each

segment of the sequence. At each time step with probability 0.05, we switch the regime.

Fig. 3-1 shows a sample sequence and the result of running 100 passes of SVI over the whole

dataset for that sequence. For running SVI, we split the dataset into 20 sequences and use a batch of

size 2. We randomly sample a sequence with length 750 to calculate the predictive log-likelihood.

We report the error over the dataset for the hyperparameter setting with the highest VLB.

3For the synthetic dataset, maximum number of labels is the number of hidden states used to generate the observations
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We run SVI with 10 different seeds for 100 iterations over a set of hyperparameters (see the sup-

plementary material for all the settings which we considered). To compute the normalized Hamming

distance between the inferred states and the true states, we use the Munkres algorithm (Munkres,

1957). The algorithm assigns indices to the inferred sequence so that it maximizes the overlap with

the true sequence. Table 3.2 gives the computed distance over the dataset for the hyperparameter

setting with the highest VLB. We also report the predictive log-likelihood over the held-out set.

Fig. 3-4 shows the histogram of the normalized Hamming distance and also the predictive log-

likelihood for runs with different hyperparameter settings. In terms of the Hamming distance, the

siHMM performs slightly better than the iHMM and outperforms the sub-iHMM for most settings.

The same conclusion holds for the predictive log-likelihood. Furthermore, Fig. 3-1 shows that our

model can do reasonably well in finding the regime change points and also the states within each

segment of the sequence. We choose a threshold of 0.5 for the posterior segmentation probability

to identify a time point as a change point. This threshold is just a natural default; it can be tuned to

trade off sensitivity and specificity. Finally, as shown in the last row of Fig. 3-1, the model is able

to provide an estimate for the posterior probability of beginning a segment at time t.

Table 3.2 shows the normalized Hamming distance for the synthetic dataset; siHMM outper-

forms both iHMM and sub-iHMM. This might be because the synthetic dataset is specifically gen-

erated without any state-dependent high-level dynamics. Our model, which does not assume any

dynamics for the segments, performs better than the other baselines which implicitly or explicitly

assume that.

60 120
M iHMM M iHM

50M Seg-iHMM Seg-IHMM
10 Sub-iHMM iU Sub-iHMM

40 80

9 30 60
U

20 40

10- 20

T. 0.1 0.2 0.3 0.4 0.5 0.6 0.7 - 200-2150-2100-2050-2000-1950-1900
Normalized Hamming Distance Predictive Log-Likelihood

Figure 3-4: Histogram of normalized Hamming distance and predictive log-likelihood. These
are over different settings of hyperparameters for the synthetic data set.
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Dataset # Points Held-out Max. # Labels
Synthetic 5e3  15% 9
Users 1.4e4  10 % 23
Sensors 1.2e4  10 % 10
Drosophila 1e 15 % 12

Table 3.1: Datasets used for experiments (description in text)

(Normalized Hamming Distance / Error% & Predictive LL)
Data Set iHMM sub-iHMM siHMM (WoF) siHMM (WF)
Synthetic (0.21, -2.07 x 103) (0.23, -2.24 x 103) (0.15, -2.05 x 103) (0.13, -2.19 x 103)
Users (30%, -3.87 x 103) (24%, -2.51 x 103) (25%, -3.71 x 103) (16%, -3.52 x 103)
Sensors (27%, -3.25 x 103) (22%, -3.95 x 103) (18%, -3.21 x 103) (34%, -3.35 x 103)
Drosophila (36%, -6.58 x 104) (41%, -6.7 x 104) (37%, -7.18 x 104) (34%, -6.71 x 104)

Table 3.2: Labeling error and predictive log-likelihood for various different datasets.
Key: iHMM = infinite HMM; sub-iHMM = a two level hierarchical infinite HMM; siHMM
(WoF) = feature-independent siHMM; siHMM (WF) = feature-based siHMM; Synthetic = synthetic
data segmentation and hidden state inference tasks for which we report the normalized Hamming
distance instead of error rate; Users = user trace segmentation task; Sensors = labeling sensor data
task; Drosophila = segmenting fruit fly behavior task.

3.5.2 Segmenting user behavior traces

Having a good understanding of the tasks done by users can potentially help in designing better

workflows in software applications. As a reminder, log files of software applications contain user

actions and their corresponding time-stamps; however, it is not clear only from these log files how

many different tasks have been done by a user in a single work session. A task consists of multiple

events and each work session consists of multiple tasks. Our two-level hierarchical model can be
used for detecting the boundaries between tasks (i.e., segments). We believe that for the software

applications in which the tasks are less predictable compared to the actions within each task, our

model is a good fit.

We collect log files of users who follow 23 different tutorials in a photo editing software. The

dataset contains 14000 data points and 59 unique events in total. The events are directly read from

the users log files and an action at time t is the observation at that time point. We randomly choose

a sequence of size 1400 and form a held-out set. We split the sequences into subsequences of size

1000 and apply 100 passes of SVI to the dataset with both feature-based and feature-independent

models.

The labels (i.e., the tutorial numbers that the user followed) for each segment of the dataset are
available; hence, we can test the siHMM on predicting the labels for each segment. This task is more
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involved than segmentation, as we also need to group the substates within the inferred segments. We

use a simple K-means clustering on the empirical transition matrix which is generated from counting

the transitions in each inferred segment. This approach works well in practice; however, more

sophisticated methods are possible for grouping the substates. Table 3.2 provides the prediction

error (computed using the Munkres algorithm) for siHMM and the baselines. The performance

of our feature-independent model is significantly better than iHMM and comparable with that of

the more flexible (and also computationally intensive) sub-iHMM. Adding the observation feature

to the model reduces the error to 16%. As mentioned in Section 3.2.2, in this dataset there are

observations that can signal a change-point in the dynamics.

3.5.3 Segmenting and classifying human behavior from sensor data

Through the emergence of pervasive computing and affordable wearable sensors, in-situ measure-

ment of different bio-signals has become possible. This powerful source of data can be utilized for

several purposes, including activity recognition and task identification. Toward this goal, an effi-

cient algorithm for analyzing this large amount of data - which is gathered 24/7 - is essential. In this

section, we use siHMM to model the data collected via Empatica E4 wristband (Empatica, 2015),

a wearable device that can collect Electrodermal activity (EDA) (Boucsein, 2012), blood volume

pulse (BVP), acceleration, and body temperature. EDA refers to changes in electrical properties of

the skin caused by sudomotor innervation (Boucsein, 2012). EDA is an indication of physiologi-

cal or psychological arousal and has been utilized to objectively measure affective phenomena and

sleep quality (Sano et al., 2015).

Segmenting the sensor data can help psychophysiological activity recognition. For instance,
it can help in finding stressful periods objectively in order to detect the roots of stress in a per-

son's lifestyle. However, manual labeling for large amounts of user data (days or months) is time-

consuming and even invalid if not reported in a timely manner.

We use a dataset with 12000 time steps, collected from a single user, and model the (normal-

ized) observations (i.e., EDA, BVP and acceleration in 3 dimensions) by a multivariate Gaussian

distribution. The hyperparameter setting is similar to that of Section 3.5.4.

The labeling error in Table 3.2 shows that feature-independent siHMM, while performing com-

parably to sub-iHMM, outperforms iHMM by a relative error reduction of 50%. Section 3.5.3

demonstrates the inferred segments for siHMM and the baselines. It seems that the single obser-

vation feature that we are using for the experiment does not help in this dataset; however, more

sophisticated features may help improving the segmentation.
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Figure 3-5: Segments and labels for data collected from sensors. From top to bottom: True,
sub-iHMM, iHMM, siHMM.

3.5.4 Segmenting fruit fly behavior

Automating scientific experiments on live animals has attracted significant attention recently (see,

for instance, Kain et al. 2013; Wiltschko et al. 2015; Crall et al. 2015; Freeman et al. 2014). With

the advent of high throughput and more accurate devices, the need for automatic analysis of large

amounts of collected data is felt more today. In neuroscience and biology, a large amount of be-

havioral data is collected from live animals in order to understand how the brain generates activity

and how the underlying mechanisms have evolved (Kain et al., 2013). Typically the first step in

analyzing this data, is finding and categorizing different types of behavior; this step can be done

manually by experts but it is time-consuming and sometimes error-prone.

An automatic framework has been proposed by Kain et al. (2013) for tracking the leg movements

and classifying the behavior of fruit flies. The behavior is recorded by tracking each leg of a fruit

fly moving upon a track ball. The collected raw data is the x and y coordinates of 6 legs and the

three rotational components of the rotating ball (i.e., a 15-dimensional vector in real time). After

some post-processing and adding some higher-order features (e.g., derivatives of each of the 15

raw data vectors), they expand the dimensions to 45 and apply a KNN classifier to classify each

frame as a part of 12 possible behavioral labels. Our goal is to use this dataset and categorize

the frames in an unsupervised way. A frequent assumption in the behavioral sciences is that a

small set of stereotyped motifs describe most animal activities (Berman et al., 2014). In other

words, actions within a behavioral segment (e.g., actions required for grooming) should be more

structured, compared to the behavioral segments themselves. Given the capabilities of the siHMM,
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Figure 3-6: A sample segmentation from the fruit fly dataset. From top to bottom: True, sub-
iHMM, iHMM, siHMM.

it is a reasonable choice for applying to this dataset.

The dataset contains 10000 data points; our held-out set is a randomly chosen subsequence

with length 1500, and we apply SVI for 100 passes over both the feature-independent and feature-

based models. For the observations, we use a multivariate Gaussian likelihood and a conjugate

Normal/inverse-Wishart prior.

As in Section 3.5.2, we group the inferred substates with K-means and assign labels to the seg-

ments. The results, presented in Table 3.2, show that feature-based siHMM performs on a par with

the iHMM and outperforms sub-iHMM by a relative error reduction of 17%. This may emphasize

the importance of adding data-driven features to the model. Fig. 3-6, shows a sample of the dataset

and its segmentation by different methods.

3.6 Conclusion

We proposed a new Bayesian nonparametric model, siHMM, for modeling dynamics at two timescales

in time series. Our model is a simple extension to the widely used iHMM and has an efficient infer-

ence scheme. Although our model is less flexible than other nonparametric models for hierarchical

time series, we showed that it can perform reasonably well in practice. One potential application of

our model is using the inferred state-independent transition vector (iro) for summarizing a sequence.

For instance, in the user behavior analysis, this vector may represent a user fingerprint and users can

be grouped based on it. For a better understanding of this feature and the behavior of our model in

M
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other applications, a more comprehensive comparison with other models is useful.



CHAPTER 4

Markov jump processes for modeling user behavior

tracesi

4.1 Introduction

In Chapter 3, we ignored the fact that the events in the log files occur at irregular time intervals.

Furthermore, we assumed they happen at discrete time points. These unrealistic assumptions helped

us in developing a tractable model for user trace segmentation. However, a more realistic setting

would be a continuous-time generative model for the latent variables in which we explicitly model

the duration time in each task and switching between tasks can happen at any time point between

the observations. In this chapter, we focus on Markov Jump Processes (MJPs) which are simple

models with these properties.

MJPs are continuous-time, discrete-state Markov processes in which state durations are expo-

nentially distributed according to state-specific rate parameters. A stochastic matrix controls the

probability of transitioning between pairs of states.

MJPs have been used to construct probabilistic models either when the state of a system is ob-

served directly, such as with disease progression (Mandel, 2010) and RNA path folding (Hajiaghayi

et al., 2014), or when the state is only observed indirectly, as in corporate bond rating (Bladt and

Sorensen, 2009). In analyzing user behavior data, similar to the model in Chapter 3, segmenting

the trace can be done by inferring the latent state of the user. Once the user enters a new state the

software application can guide the user by proposing relevant tools for the new state. In contrast to

the model in Chapter 3, we do not assume any dynamics in each segment; hence, our model is not

hierarchical. That is a simplifying assumption but considering a hierarchical structure for MJPs will

make our algorithms harder to scale to large datasets; we leave this setting for future work.

'This chapter is based on the work by Huggins et al. (2015) (http:I/proceedings.mir.press/v37/hugginsa15.pdt).
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Notation
M: number of states
7r: initial state distribution
P: state transition matrix, with entries Pzz'
AZ: transition rate for state z

U = (zo,to,zi, ti, . . , zK-1, tK-1, zK):

MJP trajectory
Z: the states corresponding to U
T: the times corresponding to U
0 = { (ii, i)}: observation times and states
of DOMJP*
-r = (Ti,... -rL): observation times of
HMJP
Y = (yi, . . , yL): observations of HMJP

Pzn: probability of observing yj = n when
in state z

Figure 4-1: An example of and notation used in HMJPs. Left: Illustrative example for an HMJP
(Section 4.3.2) with three hidden states (M = 3) and two possible observation values (N = 2).
The observations Y, their times -r, an (arbitrary) sample MJP trajectory U = (zo, to, zi, ti, z2, t2)-
Right: Notation used for parametric MJPs. *DOMJP = directly observed MJP.

In addition to user modeling, datasets with continuous-time observations and potentially discrete

latent states can be found in various domains. For example, consider the important clinical task of

analyzing physiological signals of a patient in order to detect abnormalities. Such signals include

heart rate, blood pressure, respiration, and blood oxygen level. For an ICU patient, an abnormal

state might be the precursor to a cardiac arrest event while for an epileptic, the state might presage

a seizure (Goldberger et al., 2000). How can the latent state of the patient be inferred by a Bayesian

modeler, so that, for example, an attending nurse can be notified when a patient enters an abnormal

state? MJPs offer one attractive approach to analyzing such physiological signals.

Applying an MJP model to user traces or physiological signals presents a challenge: the number

of states is unknown and must be inferred using, for example, Bayesian nonparametric methods.

However, efficient inference in nonparametric MJP models is a challenging problem, where existing

methods based on particle MCMC scale poorly and mix slowly (Saeedi and Bouchard-C6td, 2011).

Current optimization-based methods such as expectation maximization (EM) are inapplicable if

the state size is countably infinite; hence, they cannot be applied to Bayesian nonparametric MJP

models, as we would like to do for physiological signals.

Furthermore, although MJPs are viewed as more realistic than their discrete-time counterparts

in many fields (Rao and Teh, 2013), degenerate solutions for the maximum likelihood (ML) trajec-

tories for both directly and indirectly observed cases (Perkins, 2009), and non-existence of the ML

transition matrix (obtained from EM) for some indirectly observed cases (Bladt and Sorensen, 2009)

S

_ip
to
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Chapter 4. Markov jump processes for modeling user behavior traces

present inferential challenges. Degenerate ML trajectories occur when some of the jump times are

infinitesimal, which severely undermines the practicality of such approaches. For instance, a trajec-

tory which predicts a patient's seizure for an infinitesimal amount of time is of limited use to the

medical staff. Fig. 4-3 shows an example of the degeneracy problem.

In this chapter, we take a small-variance asymptotics (SVA) approach to develop an optimization-

based framework for efficiently estimating the most probable trajectories (states) for both parametric

and nonparametric MJP-based models. Small-variance asymptotics has recently proven to be use-

ful in estimating the parameters and inferring the latent states in rich probabilistic models. SVA

extends the well-known connection between mixtures of Gaussians and k-means: as the variances

of the Gaussians approach zero, the maximum a posteriori solution to the mixture of Gaussians

model degenerates to k-means solution (Kulis and Jordan, 2012). The same idea can be applied

to obtain well-motivated objective functions that correspond to a latent variable model for which

scalable inference via standard methods like MCMC is challenging. SVA has been applied to (hi-

erarchical) Dirichlet process mixture models (Kulis and Jordan, 2012; Jiang et al., 2012), Bayesian

nonparametric latent feature models (Broderick et al., 2013), hidden Markov models (HMMs), and

infinite-state HMMs (Roychowdhury et al., 2013b).

We apply the SVA approach to both parametric and Bayesian nonparametric MJP models to

obtain what we call the JUMP-means objective functions. In the parametric case, we derive a

novel objective function which does not suffer from maximum likelihood's solution degeneracy,
leading to more stable and robust inference procedures in both the directly observed and hidden

state cases. Infinite-state MJPs (iMJPs) are constructed from the hierarchical gamma-exponential

process (HEEP) (Saeedi and Bouchard-Ct6d, 2011). In order to apply SVA to iMJPs, we gener-

alize the HPEP to obtain the first deterministic procedure (we know of) for inference in Bayesian

nonparametric MJPs.

We evaluate JUMP-means on several synthetic and real-world datasets in both the parametric

and Bayesian non-parametric cases. JUMP-means performs on par with or better than existing

methods, offering an attractive speed-accuracy tradeoff. We obtain significant improvements in

the non-parametric case, gaining up to a 20% reduction in mean error on the task of observation

reconstruction. In summary, the JUMP-means approach leads to algorithms that 1) are applicable

to MJPs with Bayesian nonparametric priors; 2) provide non-degenerate solutions for the most

probable trajectories; and 3) are comparable to or outperform other standard methods of inference

both in terms of speed and reconstruction accuracy.
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4.2 Background

4.2.1 Markov jump processes

A Markov jump process (MJP) is defined by (a) a finite (or countable) state space, which we identify

with the integers [M] A { ... , M}; (b) an initial state probability distribution 7r; (c) a (stochastic)

state transition matrix P with Pzz = 0 for all s E [M]; and (d) a state dwell-time rate vector

A (A 1 ,... , AM). The process begins in a state zo ~ 7r. When the process enters a state s, it

remains there for a dwell time that is exponentially distributed with parameter Az. When the system

leaves state s, it transitions to state z' # z with probability pzz'-

A trajectory of the MJP is a sequence of states and a dwell time for each state, except for the final

state: U A UT A (zo, to, zi, t1 , ... , ZK- 1 tK-, ZK). Implicitly, K (and thus U) is a random vari-

able such that tK-1 < T and the system is in state ZK at time T. Let Z A ZT A (zO, z1 , ... , zK)
and T A TT A (to, t1 , ... , tK-1) be the sequences of states and times corresponding to U. The

probability of a trajectory is given by

p(U I 7r, P, A) = [t. < T]e -KA --K zo X M _i Azk--e Azk_ tk--pz_ (4.1)

where t. A EK-1 tk and I[-] is the indicator function. In many cases when the states are directly

observed, the initial state and the final state are observed, in which case it is straightforward to

obtain a likelihood from Eq. (4.1).

A hidden state MJP (HMJP) is an MJP in which the states are observed indirectly according to

a likelihood model p(y I z), z c [M], y E Y, where Y is some observation space. The times of the

observations -r = (Ti, . . ., TL) are chosen independent of U, so the probability of the observations

(Y1, - - , YL) is given by p(Yj,-r) = 1 p(ye I z,), where, with an abuse of notation, we

write zr for the state of the MJP at time T.

4.2.2 Previous approaches to MJP inference

There are a number of existing approaches to inference and learning in MJPs. An expectation-

maximization (EM) algorithm can be derived, but it cannot be applied to models with countably

infinite states, so it is not suitable for iMJPs (Lange, 2014) (iMJPs are detailed in Section 4.4).

Moreover, with discretely observed data, the maximum-likelihood estimate with finite entries for

the transition matrix obtained from EM may not exist (Bladt and Sorensen, 2005).

Maximum likelihood inference amounts to finding maxU Inp(U 7r, P, A), which can be carried

out efficiently using dynamic programming (Perkins, 2009). However, maximum likelihood solu-

tions for the trajectory are degenerate: only an infinitesimal amount of time is spent in each state,

except for the state visited with the smallest rate parameter (i.e., longest expected dwell time). Such
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a solution is unsatisfying and unintuitive because the dwell times are far from their expected val-

ues. Thus, maximum likelihood inference produces results that are unrepresentative of the model

behavior.

Markov chain Monte Carlo methods have also been developed, but these can be slow and their

convergence is often difficult to diagnose (Rao and Teh, 2013). Recently, a more efficient Monte

Carlo method was proposed by Hajiaghayi et al. (2014) which is based on particle MCMC (PM-

CMC) methods (Andrieu et al., 201 Ob). This approach addresses the issue of efficiency, but since it

marginalizes over the jump points, it cannot provide probable trajectories.

4.2.3 Small-variance asymptotics

Consider a Bayesian model p(D I Z, 0, a2)p(Z, 9) in which the likelihood terms contain a variance

parameter cr2 . Given some data D, a point estimate for the parameters 9 and latent variables Z of the

model can obtained by maximizing the posterior p(Z, 9 1 D, a2 ) oc p(D | Z, 9, o-)p(Z, 9), resulting

in a maximum a posteriori (MAP) estimate. In the SVA approach (Broderick et al., 2013), the MAP

optimization is considered in the limit as the likelihood variance parameter is taken to zero: a 2 -+ 0.

Typically, the small-variance limit leads to a much simpler optimization than the MAP optimization

with non-zero variance. For example, the MAP objective for a Gaussian mixture model simplifies

to the k-means objective.

4.3 Parametric MJPs

4.3.1 Directly observed MJP

Consider the task of inferring likely state/dwell-time sequences given 0 = {(ti, ii)}_,the times

at which the system was directly observed and the states of the system at those times. For simplicity

we assume that o = 0 and that all times are in the interval [0, T]. Let z(U, t) be the state of the

system following trajectory U at time t. The likelihood of a sequence is

IK
f(U|0, P, A) = I[t. < T] JJ I[s(U, i) = Zi] x H Azk-i e -1 P- zz e-AK (T-t.)

i=1 k=1

(4.2)

We also place a gamma prior on the rate parameters A (detailed below). Instead of relying on

MAP estimation, we apply a small variance asymptotics analysis to obtain a more stable objective

function. Following Jiang et al. (2012), we scale the distributions by an inverse variance parameter

#3 and then maximize the scaled likelihood and prior in the limit 0 -+ oc (i.e., as the variance goes

to zero).
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To obtain the SVA objective, we begin by scaling the exponential distribution f (t; A) = A exp(-At),
which is an exponential family distribution with natural parameter q = -A, log-partition function

- ln(-77), and base measure v(dt) = 1 (Banerjee et al., 2005). To scale the distribution,
introduce the new natural parameter i q = 3 and log-partition function V'(ff) = O3b(i//3). The new
base measure i (dt) is uniquely defined by the integral equation (see Banerjee et al., 2005, Theorem

5)

exp(t)1(dt) = exp( ()) = exp(-3 ln(/O)) = .

Choosing i'(dt) = to 1I3'dt satisfies the condition, so we haver(13)

f (t; A, 3) = tele- exp(-OAt + (0 - 1) In t + / In A,3 - In F(0))

= exp {- At - Int - InA - ln,3 - In f() Int)

It can now be seen that f(t; A, /) is the density of a gamma distribution with shape parameter / and
rate parameter 3A. Hence, the mean of the scaled distribution is - and its variance is 1. Letting
F(t; A, 3) denote the CDF corresponding to f (t; A, #), we have 1 - F(t; A, /) = r(3 OAt), where
F(., -) is the upper incomplete gamma function.

The multinomial distribution is scaled by the parameter / A (/. Writing the likelihood with
the scaled exponential families (and dropping indicator variables) yields:

f(bllO,P,A) oc exp {- (lnF( I0) - (# K

K-1

+ E ( lnIpIPz,+, + Azktk - In Azktk)
k=O

K E 3In / - In F(3) In k

k=O 30)

The modified likelihood is for a jump process which is no longer Markov when / # 1. We also
place a Gam(aA, OAIA) prior on each Ai and set aA = W/#.

For the state at the k-th jump we use a 1-of-M representation; that is, zk is an M-dimensional

binary random variable which satisfies Zkm E {0, 1} and EM._ Zkm = 1. Hence, we have:

M

p(zklzk-l,j =1) = ]7 pf . (4.3)
m=1
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Given the Bregman divergence for a multinomial distribution, do(zk, PQ) = KL(zkI|Pj) where

Pj A (pji, . .. , pjm), this can be written in terms of exponential family notation in the following

form (Banerjee et al., 2005):

p(zkIzk1,J = 1) = bo(zk) exp(-d4(zk, IJ)) (4.4)

where b4 ,(Zk) = 1. For a scaled multinomial distribution we have b4(zk) exp(-do (zk, P5)),
where # = 60 is the scaling parameter for the multinomial distribution. Writing the trajectory

probility with the scaled exponential families yields :

_ 0 n F (0) - In F (3,) #AzK -) K-1 LZlIIPk

p(lIzO, zK, P, A) cX exp - + KL(zk+1IIIzk)

K k=O (4.5)
K-i /3in /-linF(3) ifltk

+ (Azktk - In Azktk n + ,
k=O + __

Since / -+ oc, we can apply the asymptotic expansions for IF (-) and F(., -). In particular, applying

Stirling's formula and the facts in (DLMF) we have:

SIn,3 - In '(0) _ In 0 -,3 In,3 + 0 + o(O)

/3 /3

In F(O) - In r(#, #At) "-o()-3nAt+ t - At - In At - 1 if t > 1

03 1. In 0-)3- In 0+,3+o(O) -+ 0 if t < -

We also place a Gam(aA, aAPA) prior on each Ai. With aA = \/3, we obtain

Inp(As I a, aAA) = aA ln(aAPA) + (ac - 1) In A, - In F(aA) - aApIAA,

= A/3 In A. - AIP-AAs + (/3 + o(3)

= (6A p.\As - 6, In A, - 1) + o(/).

Hence, when /3 oo, obtain

K-1 K-i

mi 6 E KL(zk+1I 1PZk) + Y. (zt - In Azktk - 1)
k= k=O M (4.6)

h I [AZKt .1(AZKt -inAZKt.- 1) +ffe AAs -stAlt 1)

The optimization problem Eq. (4.6) is very natural and offers far greater stability than maximum

2This derivation is done by Jonathan Huggins a coauthor in Huggins et al. (2015).
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likelihood optimization. As with maximum likelihood, the InPzkzk+l terms penalize transitions

with small probability. The term h(tk) L Azktk - In Azktk - 1 is convex and minimized when

tk = l/Azk, the expected value of the dwell time for state zk. As tk -÷ 0, h(tk) approaches o,
while for tk > /Azk, h(tk) grows approximately linearly. Thus, times very close to zero are

heavily penalized while times close to the expected dwell time are penalized very little. The term

1 [A ZKt. > 1] (AZK t.- In AZKt. 1) penalizes the time t. spent in state zk so far in the same manner

as a regular dwell time when t. is greater than the expected value of the dwell-time. However,

when t. is less than the expected value there is no cost, which is quite natural since the system may

remain in state Zk for longer than t. - i.e., there should not be a large penalty for t. being less than

its expected value. Finally, parameters A and pA have a very natural interpretation (cf. Eq. (4.10)

below): they correspond to a priori having A dwell times of length AA for each state.

Comparison to maximum likelihood MJP trajectories estimated using maximum likelihood

(MLE) are usually trivial, with the system spending almost all its time in a single state (with the

smallest A), with infinitesimal dwell times for the other states. This poor behavior of MLE is due to

the fact that the mode of Exp(A), which is favored by the MLE, is 0, even though the mean is 1/A.-

The SVA optimization, on the other hand, does give trajectories that are representative of the true

behavior because the SVA terms of the form At - In(At) - 1 are optimized at 1/A (i.e., at the mean

of Exp(A)). We demonstrate the superior behavior of the SVA in the concrete example of estimating

disease progression in patients in Section 4,5.

4.3.2 Hidden state MJP

For an HMJP, the likelihood of a valid trajectory is

LK

p(U I X, -r, P, A) fl p(yI zT) x AZk-1 eAz;t ~Pz_ e K tk (4.7)
f=1 ) k=1l

Hence, the only difference between the directly observed case and the HMJP is the addition of

the observation likelihood terms. Because multinomial observations are commonly used in MJP

applications, that is the case we consider here. Let N denote the number of possible observations

and psn be the probability of observing yj = n when ze = s. The observation likelihoods are

scaled in the same manner as the transition probabilities, but with 3 = (0. Thus, for the HMJP, we

3Note that placing priors on the rate parameters, as we do, does not affect the degeneracy of the ML trajectory.
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obtain:

L K-1

minP (Zp nPzey, E 
S Pzkzk+1

UAPp 
k=O

K-1

+ E (Alktk - In AZktk - 1) (4.8)
k=O

* 11[AZK t. > 1] (AZK t. - Inl AKt. -1)

M

+X E(pAz - in AZ - 1)}.

z=1

4.3.3 Algorithm

Optimizing the JUMP-means objectives in Eq. (4,6) and Eq. (4.8) is non-trivial due to the fact that

we do not know the number of jumps in the MJP, and the combinatorial explosion in the sequences

with the number of jump points. The terms involving the continuous variables tk (dwell times)

present an additional complexity.

We therefore resort to an alternating minimization procedure to optimize the JUMP-means ob-

jective function, similar in spirit to the one used by Roychowdhury et al. (201 3b). In each iteration

of the optimization process, we first use a modified Viterbi algorithm to obtain the most likely state

sequence. Then, we use convex optimization to distribute the jump points optimally with respect to

the values from A for the current state sequence.

Directly observed MJP When optimizing Eq. (4.6), there may be many sequences (O's) avail-

able, representing distinct realizations of the process. We use the following algorithm to optimize

Eq. (4.6):

1. Initialize the state transition matrix P and rate vector A with uniform values.

2. For every observation sequence 0, instantiate the jump points by adding one jump point between

every pair of observations, in addition to the start and end points.

3. For each 0, use a modified Viterbi algorithm. to find the best state sequence to optimize Eq. (4.6),

while keeping the jump points fixed. The modified algorithm includes the dwell time penalty

terms, which are dependent upon the assignment of states to the time points.

4. Optimize the dwell times tk with the state sequences of the trajectories fixed.

5. Optimize P and A with the other variables fixed. The optimal values can be obtained in closed

form. For example, if there is only a single observation sequence 0 with corresponding inferred
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trajectory S, then

Pmj =Y-M m, je[M] (4.9)
L~j=1 n~mj

Am = (4.10)
W LA + Ek 1[Zk m]tk'

where nrmj denotes to the number of transitions from state m to state j in S.

6. Repeat steps 3-5 until convergence.

Beam search variant We note that the optimization procedure just described is restrictive since

the number of jump points is fixed and the jump points are constrained by the observation bound-

aries. To eliminate this, we also tested a beam search variant of the algorithm to allow for the

creation and removal of jump points, but found it did not have much impact in our experiments.

Hidden state MJP The algorithm to optimize the hidden state MJP JUMP-means objective

Eq. (4.8) is similar to that for optimizing Eq. (4.6), but with three modifications. First, in place

of 0, we have the indirect observations of the states X. Second, observation likelihood terms

containing p are included in the objective minimized by the Viterbi optimization (step 3). Finally,

an additional update is performed in step 5 for each of the observation distributions pm:

Pmn I Zl[z, = m]1[y = n](4.11)
E1 [ZT, = m]

for m E [M] and n E [N]. If each pm (Pmi,- , PmN) is initialized to be uniform, then the

algorithm converges to a poor local minimum, so we add a small amount of random noise to each

uniform pm.

4.4 Bayesian nonparametric MJPs

We now consider the Bayesian nonparametric MJP (iMJP) model. The iMJP is based on the hierar-

chical gamma-exponential process (HIPEP), which we described in Section 2.23.-

As in the parametric case, we must replace the exponential distribution in Eq. (2.20) with the

scaled exponential distribution. After an appropriate scaling of the rest of the hyperparameters, we

obtain the hierarchical gamma-gamma process (HJTP). The properties of the HTTP are given in

the Supplementary Material (Appendix A).

Let M denote the number of used states, Km the number of transitions out of state m, and pij

the mass on the j-th component of the measure pi. For 0 < i < M, I < j < M, let Trih ' J
and for 0 < i M, let fi,M+1 A 1 - Z=1 Aij. Let * (t 1, ... tK) be the waiting times
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following state m and define t* A Z'm t's In order to retain the effects of the hyperparameters

in the asymptotics, set ao = exp(- 13) and /o = Ko = 2.

The hierarchical gamma-gamma process (HTP) is defined to be:

po ~ FP(yo, aoHo) (4.12)

ti I po' UFP(7',olo) i =1, 2,... (4.13)

Zk I {Ii}=oUk-1 ~ A'-z (4.14)

tk | {pi}o, Uk-1 - Gam(#, IIZk _1-). (4.15)

The measures {pgt o and Ho can be integrated out of the HTTP generative model in a man-

ner analogous to the way in the the Chinese restaurant franchise in obtained from the hierarchical

Dirichlet process (Teh et al., 2006c). However the mass of the measure Io cannot be integrated

out. We omit details as they are essentially identical to those in case of the HJEP (Saeedi and

Bouchard-COt6, 2011).

First, we consider the case of integrating out {pi}i>o. Let M denote the number of used states,
Km the number of transitions out of state m, and rm the number of states that can be reached from

state m in one step. The contribution to the likelihood from the HFFP prior is

P(A ro 13, -yo, -, ao) = p(Ko Iao, -o)p(S 1/, ao, o)p(T7-/3, y, KO)

10 -YOVO aM_1 F(ao + 1) rm- F(#OK + 1)
QO 1 e t a l IF(ao + r.) ,1 ((3KO)rm- (0/o + Km)

M (H7K- t

F (O(o + Km)) ( =1 )fl-
m p K ( + mj-t*)3(Ko+Km)'

where r. Em rm. Taking the logarithm, using asymptotic expansions for the Gamma terms, and

ignoring o(/) terms yields

M

(ao - 1) In no - -oro + (M - 1) In ao + E I {(rn - 1) In Ko + O(Ko + Kmn) ln[#3(Ko + Km)]}

1=
M

m 1 (o + Km) - Km [13 n - 0] + 3 J:K 1.t* -- O(o + Km) In (7 + t*m.

where t*. E mZ t . In order to retain the effects of the hyperparameters in the asymp-

totics, set ao = exp(- 1#3) and 7o = exp( 2,3). Thus, ,o -+ 0 as / -+ oc. We require that

lim sup,%) Koyo < oc, so without loss of generality we can choose o = =-1 = exp(- 2 ,3) to

63



4.4. Bayesian nonparametric MiPs 64

obtain

-3 ((M - 1) + E { 2(rm - 1) - lnt*. + Km ln ([y + t*.]/Km)})

Thus, the objective function to minimize is

L M

KL(y1p, ) +( ) - EK n mj -
E=1 m=1

Km In ([7 + t*n ]/Km) -

(4.16)

Alternatively, the small variance asymptotics can be derived in the case where {pit}ig 0 is not inte-

grated out. To do so, we first rewrite the HFFP generative model in an equivalent form, with Ho

integrated out:

7ro ~ GEM(ao)

no ~ Gam(ao, 70)

ri |70rild DP(3no, ro),

-id
'i |7ro r Gam(O, 7,

Zk | {7ri } i, Uk_1 ~Z _J1

tk I {Ki'} , Uk-1 - Gam(3, Zk).

S 1,2, ...

i = 1,2,...

(4.17)

(4.18)

(4.19)

(4.20)

(4.21)

(4.22)

For 0 < i < M,1 J < M, let ij A 7rij and for 0 < i < M, let irM+1 A 1 - E.

Integrating out { i I i>, the contribution to the likelihood from the HITP prior is now

P(UK, o , 70, '7, ao) (4.23)

= P(Ko ao, 7o)p(tro I ao)p(-1:M KooI 3n )p(SK I t1:M)p(TK 13,-, 0Ko) (4.24)

Oc no -ey-0o

M

H Beta (17

\1- 1 7Foj

c CO eo 70Ko
0

K

k=1

M4

z=1 {
M

Zk x IfI
M= 1

F(1 + ao)
F(ao) ( - 7o ao_-

1 - z; 1 7ro)

1 = - 7ti 0J

F(f(no + Km))

F(/3)Km

-1 M+1 -oKOroOj-1

F(3,So) t 3
_= r(OKO-Toj)

We use a slightly different limiting process, with '70 no = 2, a positive constant, and scale the

1, ao ) Dir(fri I onro) 1rZk_1,Zk

(4.25)

}
+ Z i t1 j),3(io+Km)

(4.26)
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multinomial distributions Eq. (4.21) by O3. Taking the logarithm and and ignoring o(3) terms as

before yields-

M M+1

In ao + 3no in #3 o - # + > {-Ofroj ln(iotoj) + /'oroj + Oro3 ,j In tij}
i=1 j=1

K M

+E >3 inirz 1,Zk + ( {i n1# nt - OKm In([ + t*/Km)}

M M+1

~ --0(1 + { I-#notroj ln( roj) + sotro~j In rij}
=1j=1

K M

+ E #6 Int 1,zk-,k + 1: XK 0 In t*G - #K. In Q[7 + t* ]/Km
k=1 M=1 j1 M n

K M

-3 {1M + 1 In rZklZk + >3 { 2 KL(fro I Im) - ( "IQn t *3 - Km in ([-y + t*]/Km) }
k=1 M=1

Thus, the objective function to minimize is

L K

E3 In pi, +, in zk_1,zk + 6M

f=1 k=1 (4.27)
M

+ > {2KL(froIVrm) - z mz lnt~m - Km In ([i + t*./Km)}.

Like its parametric counterpart, the Bayesian nonparametric cost function penalizes dwell du-

rations very close to zero via the In t* terms. In addition, there are penalties for the number of

states and the state transitions. The observation likelihood term in Eq. (4.27) favors the creation of

new states to minimize the JUMP-means objective, while the state penalty c1M and the non-linear

penalty term Km in ([y + t*.]/Km) counteracts the formation of a long tail of states with very few

data points. The -y hyperparameter introduces an additional, nonlinear cost for each additional state

- if a state is occupied for Q(7) time, then the -y term for that state does not have much effect on

the cost. The KL divergence terms between ro and rm arise from the hierarchical structure of the

prior, biasing the transition probabilities t.. to be similar to the prior 7ro.

4.4.1 Algorithm

For the iMJP case, we have the extra variables M and {rm}4 M!=O to optimize. In addition, the

number of variables to optimize depends on the number of states in our model. The major change in

4This derivation is done by Jonathan Huggins a coauthor in Huggins et a]. (2015).
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the algorithm from the parametric case is that we must propose and then accept or reject the addition

of new states. We propose the following algorithm for optimizing the iMJP:
(1) Initialize p, io and t, with uniform values and set the number of states M = 1.

(2) For each observation sequence, apply the Viterbi algorithm and update the times using the new

objective function in Eq. (4.27), analogously to steps (3) and (4) in the parametric algorithm.

(3) Perform MAP updates for p (as in Eq. (4.11)) and t:

Tmj = mj, m,j E [M] (4.28)
' EiM nmj + 27Oj

M

roj 0 C H mt E [M]. (4.29)
M=1

(4) For every state pair m, m' E [M], form a new state M + 1 by considering all transitions from

m to m' and reassigning all observations ye that were assigned to m' to the new state. Update t

and p to estimate the overall objective function for every new set of M + 1 states formed in this

way and accept the state set that minimizes the objective. If no such set exists, do not create a

new state and revert back to the old 2 and p.

(5) Repeat steps 2-4 until convergence.

Remark. If instead of multinomial observations we have Gaussian observations, the parameter p, is

replaced with the mean parameter p. In this case, we update the mean for each state using the data

points assigned to the state, similar to the procedure for k-means clustering (see, e.g., Jiang et al.

2012; Roychowdhury et al. 2013b).

4.5 Experiments

In this section we provide a quantitative analysis of the JUMP-means algorithm and compare its

performance on synthetic and real datasets with standard inference methods for MJPs. For evalua-

tion, we consider multiple sequences of discretely observed data and randomly hold out a subset of

the data. We report reconstruction error for performance comparison. We apply our algorithms to 2

synthetic and 3 real datasets. To demonstrate the wider applicability of our algorithms, in addition

to a user behavior dataset, we perform evaluations on a disease progression and also a vital signs

monitoring dataset.

4.5.1 Parametric models

For the parametric models, we compare JUMP-means to maximum likelihood estimation of the

MJP parameters learned by EM (Asger and Ledet, 2005), the MCMC method proposed by Rao and
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Figure 4-2: Mean error vs iterations for 4 datasets. (a) Synthetic 1; (b) Synthetic 2; (c) MS;
and (d) MIMIC datasets. In each case the JUMP-means algorithms have better or comparable
performance to other standard methods of inference in MJPs. Mean error vs CPU runtime plots can
be found in the Supplementary Material.

Teh (2013) and a simple baseline where we ignore the sequential structure of the data. We run three

sets of experiments (2 synthetic, 1 real) for our evaluation.

Synthetic 1: directly observed states For evaluating the model on a directly observed process,

we generate 100 different datasets randomly from various MJPs with 10 states. To generate each

dataset, we first generate the rows of the transition probability matrix and transition rates indepen-

dently from Dir(1) and Gam(1, 1), respectively. Next, given the rates and transition probabilities

for each dataset, we sample 500 sequences of length 20. We hold out 30% of the observations at

random for testing reconstruction error.

We run JUMP-means by initializing the algorithm with a uniform transition matrix P and set

the rate vector A to be all ones. We run 300 iterations of the algorithm described in Section 4.33;

each iteration is one scan through all the sequences. We set the hyperparameters (, x, and pA

equal to 1, 1, and .5, respectively. For MCMC, we initialize the jump points using the time points

of the observations. We place independent Dir(1) priors on P and independent Gam(1, 1) priors

on A. We initialize EM with a uniform P and an all-ones A. We run both MCMC and EM for

300 iterations, then reconstruct observations using the Bayes estimator approximated from the 300

posterior samples. For our baseline we use the most common observation in the dataset as an

estimate of the missing observations.
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Data Set Mean Error (%)
# Points Held Out # States BL EM MCMC SVA PMCMC

Synthetic 1 (P-DO) 10,000 30 % 10 69.7 40.2 41.9 41.2 -
Synthetic 2 (P-H) 10,000 30 % 5 51.8 42.9 74.6 46.5 -
Users 1,000 10 % 20 85.1 80.9 74.6 62.1 -
MS (P-DO) 390 50% 3 51.2 26.2 48.1 25.4 -
MIMIC (NP-H) 2,208 25 % - 42.3 25.7* - 24.3 30.9

Table 4.1: Statistics and mean observation reconstruction error for the various models on dif-
ferent datasets. Key: BL = Baseline; P = parametric; SVA = JUMP-means; NP = nonparametric;
DO = directly observed; H = hidden; MS = multiple sclerosis data set; MIMIC = blood pressure
data set. *Best result obtained by running EM with various number of hidden states (up to 12).

Table 4. 1 gives the mean reconstruction error across sequences for the various methods. Note

that JUMP-means performs better than MCMC, and is almost on par with EM. Fig. 4-2(a) shows
the average error across all the datasets for each method versus number of iterations. In terms of

CPU time, each iteration of JUMP-means (Java), EM (Java), and MCMC (Python) takes 0.3, 1.61
and 42 seconds, respectively. We also ran experiments with the beam search variant described in

Section 4.3.3; however, we did not obtain any significant improvement in results.

Synthetic 2: hidden states For the hidden state case, we generate 100 different datasets for

MJPs with 5 hidden and 5 observed states, with varying parameters as above. In each dataset there

are 500 sequences of length 20. In addition to parameters in the directly observed case, we generate

observation likelihood terms for each state from Dir(1).

We initialize the transition probabilities and the rate vectors for JUMP-means, MCMC and EM

in a fashion similar to the directly observed case. For the observation likelihood p, we use Dir(1)
as a prior for MCMC, uniform distributions for EM initialization and a uniform probability matrix

with a small amount of random noise for JUMP-means initialization. We set , A, pA as before and

( to 1.

We run each algorithm for 300 iterations. For JUMP-means, we use the hidden state MJP
algorithm described in Section 4.3,3. Table 4.1 and Fig. 4-2(b) again demonstrate that JUMP-means

outperforms MCMC by a large margin and performs comparably to EM. The poor performance of

MCMC is due to slow mixing over the parameters and state trajectories. The slow mixing is a result

of the coupling between the latent states and the observations, which is induced by the observation

likelihood.

Analyzing user behavior traces Identifying the tasks that a user has performed can be done

via inferring the most-likely latent trajectory given the observations from that user. We study the

performance of our model in a dataset collected from users of a photo editing application. After

pre-processing the dataset by only keeping the top 20 used tools and truncating the sequences to 20

observations for each user, we applied the algorithm to 250 users. For evaluation, we randomly hold
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out 10% of the data points and reconstruct those observations. Initialization and hyperparameters

are the same as the previous experiment.

Similar to the synthetic experiments, we compare our method with EM and MCMC and report

the results in Table 4.1. The results show that our method significantly outperforms both MCMC

and EM. The poor performance of the EM is most likely due to the large state space.

Disease progression in Multiple Sclerosis (MS) Estimating disease progression and change

points in patients with Multiple Sclerosis (MS) is an active research area (see, e.g., Mandel 2010).

We can cast the progression of the disease in a single patient as an MJP, with different states repre-

senting the various stages of the disease. Obtaining the most-likely trajectory for this MJP can aid

in understanding the disease progression and enable better care.

For our experiments, we use a real-world dataset collected from a phase III clinical trial of a

drug for MS. This dataset tracks the progression of the disease for 72 different patients over three

years. We randomly hold out 50% of the observations and evaluate on the observation reconstruction

task. The observations are values of a disability measure known as EDSS, recorded at different time

points. Initialization and hyperparameters are the same as Synthetic 1.

Table 4.1 shows that JUMP-means significantly outperforms MCMC, achieving almost a 50%

relative reduction in reconstruction error. JUMP-means again achieves comparable results with EM.

Fig. 4-3 (top panel) provides an example of the latent trajectories from JUMP-means and maximum

likelihood estimate for a single patient. The MLE trajectory includes two infinitesimal dwell times,
which do not reflect realistic behavior of the system (since we do not expect a patient to be in a

disease state for an infinitesimal amount of time). On the other hand, the trajectory produced by
JUMP-means takes into account the dwell times of the various stages of the disease and provides a

more reasonable picture of its progression.

4.5.2 Nonparametric model

Vital signs monitoring (MIMIC) We now consider a version of the problem of understanding

physiological signals discussed in the introduction. We use data from the MIMIC database (Gold-

berger et al., 2000; Moody and Mark, 1996), which contains recordings of several vital parameters

of ICU patients. Specifically, we consider blood pressure readings of 69 ICU patients collected over

a 24-hour period and sub-sample observation sequences of length 32 for each patient, keeping the

start and end times fixed.- For testing, we randomly hold out -25% of the observations.

To initialize JUMP-means, we choose uniform matrices for p, ro and -ri and set M = 1. The

hyperparameters -y and , are set to 5, while C, , and 2 are set to 0.005. Using a Gaussian like-

lihood model for the observations, we run our model for 50 iterations. We compare with particle

5We use a small dataset for testing since PMCMC cannot easily scale to larger datasets.
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Figure 4-3: Latent trajectories inferred by JUMP-means in MS and MIMIC datasets. Top: La-
tent trajectories inferred by JUMP-means and ML estimate for a patient in the MS dataset. Bottom:
Latent trajectory inferred by JUMP-means for a patient in MIMIC dataset.

MCMC (PMCMC) (Andrieu et al., 2010b) and EM. PMCMC is a state-of-the-art inference method

for iMJPs (Saeedi and Bouchard-COt6, 2011), which we run for 300 iterations with 100 particles.

For PMCMC, we first categorize the readings into the standard four categories for blood pressure

provided by NIH6 . We run EM with a number of hidden states from 1 to 12 and report the best

performance among all the results. For initializing the EM, we use the same setting as the Synthetic

2 case.

For evaluation, we consider the time point of a test observation and categorize the mean of the

latent state at this time point (using the same categories obtained above) to compare against the

actual category. Table 4.1 shows that JUMP-means significantly outperforms PMCMC and obtains

a 21% relative reduction in average error rate. Fig. 4-2(c) plots the error against iterations of both

algorithms. In terms of CPU time, each iteration of JUMP-means (Java) and PMCMC (Java) takes

0.17 and 1.95 seconds, respectively. Compared to EM's error rate of 25.7%, JUMP-means reaches

6http: //www . nhlbi . nih. gov/heath/heaith-topics /topics/hbp
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Figure 4-4: Histograms of error reconstruction for runs with different hyperparameter set-

tings (a) MS (P-DO, 48 settings), and (b) MIMIC (NPB-H, 1125 settings) datasets.

a rate of 24.3% without the need to separately train for different number of states. The second-best

result for the EM had an error of 45%, which shows the importance of model selection when using

EM.

Fig. 4-3 (bottom) provides an example of the latent trajectory inferred by JUMP-means. The

observations are uniquely colored by the latent state they are assigned. We note that the model

captures different levels of blood pressure readings and provides a non-degenerate latent trajectory.

Hyperparameters A well-known problem when applying SVA methods is that there are a num-

ber of hyperparameters to tune. In our objective functions, some of these hyperparameters (y, MX,

and A) have natural interpretations so prior knowledge and common sense can be used to set them,

but others do not. Fig. 4-4 shows histograms over the errors we obtain for runs of JUMP-means

on the MS and MIMIC datasets with different settings. We can see that a significant fraction of the

runs converge to the minimum error, while some settings - in particular when the hyperparameters

were of different orders of magnitude - led to larger errors. Hence, the sensitivity study indicates

the robustness of JUMP-means to the choice of hyperparameters.

Scaling Fig. 4-5 shows the total runtime and reconstruction error of the non-parametric JUMP-

means algorithm on increasingly large amounts of synthetic data. The algorithm is able to handle

up to a million data points with the runtime scaling linearly with data size. Furthermore, the error

rate decreases significantly as the amount of data increases.

For these experiments we generated 4 datasets consisting of 102 to 105 sequences. All datasets

are sampled from a single hidden state MJP with 5 hidden states and 5 possible observations. For the

20 observations in each sequence a Gaussian likelihood is used. Finally, for the held out results, we

categorized the observations in 5 bins, removed 30% of the data points and predicted their category.

Time-accuracy plots for the experiments In Fig. 4-6, we compare the time-accuracy across
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Figure 4-5: JUMP-means scaling linearly with data size. Runtime and error of nonparametric
JUMP-means algorithm with increasing synthetic data size. The runtime scales linearly with data
size (dashed black line).
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Figure 4-6: Mean error vs CPU runtime for different datasets. (a) Synthetic 1; (b) Synthetic 2;
(c) MS; and (d) MIMIC datasets. In each case the JUMP-means algorithms have better or compa-
rable performance to other standard methods of inference in MJPs.

different methods for different datasets. EM, PMCMC, and JUMP-means are implemented in Java

and MCMC is implemented in Python. To plot the MCMC results, we give a speed boost of 100x in

the results to compensate for Python's slow interpreter. From our experience with scientific comput-
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Chapter 4. Markov jump processes for modeling user behavior traces

ing applications, we believe this is a generous adjustment. Also we note that the EM implementation

used in our experiments is not the most optimized in terms of time per iteration. However, our goal is

to show that JUMP-means can achieve comparable performance with a reasonable implementation

of MCMC and EM.

4.6 Conclusion

We have presented JUMP-means, a new approach to inference in MJPs using small-variance asymp-

totics. We derived novel objective functions for parametric and Bayesian nonparametric models and

proposed efficient algorithms to optimize them. Our experiments demonstrate that JUMP-means can

be used to obtain high-quality non-degenerate estimates of the latent trajectories in user trace seg-

mentation applications and also other real datasets. JUMP-means offers attractive speed-accuracy

tradeoffs for both parametric and nonparametric problems, and achieved state-of-the-art reconstruc-

tion accuracy on nonparametric problems.
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CHAPTER 5

Topic modeling applied to user behavior traces with

spherical HDP 1

5.1 Introduction

In Chapters 3 and 4, we assumed the user trace data has a sequential structure and built our latent

variable models based on that assumption. Assuming a dependency structure over time allowed

us to learn dynamics within each task (Chapter 3) and also between the tasks (Chapter 4). In this

chapter, we relax that assumption and instead assume each user trace can be represented as a bag of

actions. With this setting we will not be able to learn the dynamics of the tasks but we can still infer

the tasks that each user is interested in. We apply a novel variant of topic models to the user traces

and infer the tasks (i.e., topic) that are common in the whole dataset.

Prior work on topic modeling has mostly involved the use of categorical likelihoods (Blei et al.,

2003; Blei and Lafferty, 2006; Rosen-Zvi et al., 2004). Applications of topic models in the textual

domain treat words as discrete observations, ignoring the semantics of the language. Recent devel-

opments in distributional representations of words (Mikolov et al., 2013; Pennington et al., 2014)

have succeeded in capturing certain semantic regularities, but have not been explored extensively in

the context of topic modeling.

Distributional representations have also been applied to user data in order to learn the relation-

ship between the user tasks, system commands and natural language descriptions. Adar et al. (2014)

introduced a framework in which they learned high dimensional vector space representation of sys-

tem commands by mining a large corpus of web documents about a software application. These

vector representations can capture semantic similarities between commands via directional similar-

ity metrics. For instance similar commands such as "eraser tool" and "background eraser tool" that

'This chapter is based on the work by Batmanghelich et al. (2016) (http://aclweb.org/anthology/P/P16/P16-2087.pdf)

75



may often be used together will have vector representations with higher directional similarity com-

pared to commands like "eraser tool" and "lasso tool". In this chapter, we propose a probabilistic

topic model with a novel observational distribution that integrates well with directional similarity

metrics. Our novel topic model which can incorporate the semantic similarities between the actions,

can also be applied to natural language text documents for which we have word vector representa-

tions such as word2vec (Mikolov et al., 2013). In the remaining of this chapter we use word vectors

and action vectors interchangeably.

One way to employ semantic similarity is to use the Euclidean distance between word vectors,

which reduces to a Gaussian observational distribution for topic modeling (Das et al., 2015). The

cosine distance between word embeddings is another popular choice and has been shown to be a

good measure of semantic relatedness (Mikolov et al., 2013; Pennington et al., 2014). The von

Mises-Fisher (vMF) distribution is well-suited to model such directional data (Dhillon and Sra,

2003; Banerjee et al., 2005) but has not been previously applied to topic models.

In this chapter, we use vMF as the observational distribution. Each action can be viewed as a

point on a unit sphere with topics being canonical directions. More specifically, we use a Hierar-

chical Dirichlet Process (HDP) (Teh et al., 2006a), a Bayesian nonparametric model we described

in Section 2.2.2, to automatically infer the number of topics. We implement an efficient inference

scheme based on Stochastic Variational Inference (SVI) (Hoffman et al., 2013).

We perform experiments on a user behavior trace dataset from a photo editing application and

also two different English text corpora: 20 NEWSGROUPS and NIPS and compare against two

baselines - HDP and Gaussian LDA. Our model, spherical HDP (sHDP), outperforms all three

systems on the measure of topic coherence. For instance, sHDP obtains gains over Gaussian LDA

of 97.5% on the NIPs dataset and 65.5% on the 20 NEWSGROUPS dataset. Qualitative inspection

reveals consistent topics produced by sHDP. We also empirically demonstrate that employing SVI

leads to efficient topic inference.

5.2 Related Work

Topic modeling and word embeddings Das et al. (2015) proposed a topic model which uses a

Gaussian distribution over word embeddings. By performing inference over the vector representa-

tions of the words, their model is encouraged to group words that are semantically similar, leading

to more coherent topics. In contrast, we propose to utilize von Mises-Fisher (vMF) distributions

which rely on the cosine similarity between the word vectors instead of euclidean distance.

vMF in topic models The vMF distribution has been used to model directional data by placing

points on a unit sphere (Dhillon and Sra, 2003). Reisinger et al. (2010) propose an admixture model
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that uses vMF to model documents represented as vector of normalized word frequencies. This

does not account for word level semantic similarities. Unlike their method, we use vMF over word

embeddings. In addition, our model is nonparametric.

Nonparametric topic models HDP and its variants have been successfully applied to topic

modeling (Paisley et al., 2015; BleI, 2012; He et al., 2013); however, all these models assume a

categorical likelihood in which the words are encoded as one-hot representation.

Vector representations in user modeling Adar et al. (2014) introduced a framework for learn-

ing vector representations of system commands in software applications using a corpus of online

documents. Their framework is capable of learning the semantic regularities between commands;

furthermore, it can learn the relationship between the commands, tasks and natural language de-

scriptions. For instance, it can learn a mapping between a natural language query and its most

likely corresponding system command. In this chapter, we use their pre-trained vector representa-

tions learned over a large corpus of online documents about Adobe photoshop. Yang et al. (2017)

proposed a similar model but instead of mapping commands to vectors, they proposed vector rep-

resentations for the user behavior traces directly. This enables them to make personalized recom-

mendations based on a user behavior trace. Our model is related to theirs as it also proposes a

representation for each user behavior trace; however, instead of directly learning a vector from a

trace of actions, we first map the actions into vectors using the pre-trained vectors and then apply a

topic model to the transformed dataset.

5.3 Model

In this section, we describe the generative process for user traces. Rather than one-hot representation

of actions, we employ normalized action embeddings (Mikolov et al., 2013; Adar et al., 2014)

to capture semantic meanings of associated actions. Action n from user d is represented by a

normalized M-dimensional vector Ydn and the similarity between actions is quantified by the cosine

of angle between the corresponding action vectors. Note that our model can also be applied to

natural language text datasets where ydn denotes word n from document d.

5.3.1 Generative model

Our model is based on the Hierarchical Dirichlet Process (HDP) (see Chapter 2 for a review of the

HDP). The model assumes a collection of "topics" that are shared across documents in the corpus.

The topics are represented by the topic centers 14 C R M. Since action vectors are normalized, the

pk can be viewed as a direction on unit sphere.
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Figure 5.3.1: Graphical representation of our spherical HDP (sHDP) model. The symbol next
to each random variable denotes the parameter of its variational distribution. We assume D users in
the dataset, each user has Nd actions and there are countably infinite topics represented by (Pk, 'k)-

Von Mises-Fisher (vMF) distribution Von Mises-Fisher (vMF) is a distribution that is com-

monly used to model directional data. The likelihood of the topic k for action ydn is:

f (Yd.; k, 6k = exp (Kkp'kjydn) CM(Kk)

where Kk is the concentration of the topic k, the CM(Ik) := ,I/21 ( M/ 2 -/2 -1(Kk)) is

the normalization constant, and I,(-) is the modified Bessel function of the first kind at order v.

Interestingly, the log-likelihood of the vMF is proportional to p4ydn (up to a constant), which is

equal to the cosine distance between two vectors. This distance metric is also used by Mikolov et al.

(2013) to measure semantic proximity.

For inference we can use a conjugate prior for the mean parameter ['k; however, the concentra-

tion parameter does not have a conjugate prior and we need to resort to approximate inference. The

conjugate prior for a vMF distribution with fixed concentration parameter is a vMF distribution. We

denote the parameters of this prior distribution by go and Ko. Given N data points Yi:N, we have

the following posterior distribution for the mean parameter:

N

P(pJy1:N_ r, AO, KO) oc vMF(,); (o, Kx) vMF(y ; , +)

= C~no)C x)N p p KOPO + K yi -
n=1
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X
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p(xI~k) = CM (1) exp(xuk) pCx uk =CM( )eXp( luk)
Normalization

Constant

(a) (b)

Figure 5.3.2: Von Mises-Fisher (vMF) distribution (a) Given the mean vector representation of
the topic, pk, the likelihood of a vector x in the vMF distribution is proportional to the exponential
of the similarity to the center of the topic. We need to normalize this value to get a valid probability
density value. (b) vMF distribution has an extra parameter, K, which controls the concentration of
the topic The bigger K results in more focused topic. In the above figure the green ellipse illustrates
a smaller concentrations parameter.

Hence, the posterior is a vMF distribution with mean parameter vN vN 1 2 and concentration pa-

rameter |IvNI12 where vN =,ijpO i yi. This property of the vMF distribution helps us

in developing a variational scheme for inference. For the concentration parameter, we utilize an

importance sampling approach (details below).

Hierarchical Dirichlet process When sampling a new document, a subset of topics determine

the distribution over words. We let Zdn denote the topic selected for the word n of document d.

Hence, Zdn is drawn from a categorical distribution: Zdn ~ Mult(lrd), where 7rd is the proportion of

topics for document d. We draw 7rd from a Dirichlet Process which enables us to estimate the the

number of topics from the data. The generative process for the generation of new document is as

follows:

# ~GEM(y) rd ~ DP(a, 0)

rk ~ log-Normal(m, o 2 ) Ak ~ vMF(po, Co)

Zdn - Mult(wd) Ydn ~ vMF(yk, rk)

where GEM(-y) is the stick-breaking distribution with concentration parameter 7, DP(a, /) is a

Dirichlet process with concentration parameter a and stick proportions 3 (Teh et al., 2012). We

use log-normal and vMF as hyper-prior distributions for the concentrations ('k) and centers of the



topics (P) respectively. Fig. 5_3.1 provides a graphical illustration of the model.

5.3.2 Stochastic variational inference

In the rest of the chapter, we use bold symbols to denote the variables of the same kind (e.g.,

Yd = {YdnJn, Z := {Zdnid,,). We employ stochastic variational mean-field inference (SVI) (Hoff-

man et al., 2013) to estimate the posterior distributions of the latent variables. SVI enables us to

sequentially process batches of documents which makes it appropriate in large-scale settings.

To approximate the posterior distribution of the latent variables, the mean-field approach finds

the optimal parameters of the fully factorizable q (i.e., q(z, 3, -r, M, r.) := q(z)q(/3)q(7r)q(fp)q(K))

by maximizing the Evidence Lower Bound (ELBO),

L(q) = Eq [log p(Y, Z, )3, 7r, M, .)] - Eq [log q]

where Eq[-] is expectation with respect to q, p(Y, z, , i-, t, ,) is the joint likelihood of the model

specified by the HDP model. For the variational distribution in the HDP model, we use the direct

assignment truncation scheme we described in Section 2.2.4.

The variational distributions for z, 7r, 1L have the following parametric forms,

q(z) = Mult(zlp)

q(ir) = Dir(7rO)

q(It) =vMF(pLIj, A),

where Dir denotes the Dirichlet distribution and p, 0, 4b and A are the parameters we need to opti-

mize the ELBO.

Update equations for the parameters of the vMF variational distribution ('0, A) For the

parameters of the q(t) since the vMF distributions are conjugate with respect to each other, we have

closed form update equations. That is, for a batch size of one (i.e., processing one user/document at

time) we have the following update equations for 7P and A:

t +-(1 - P)t + MsY&, Odk)

+-t/||142, A +-- ||t||2,

where, p is the step size, t is the natural parameter for vMF and s(yd, A) is a function computing

the expected sufficient statistics of vMF distribution of the topic k. For s(yd, 'Pdk) we have:

5.3. Model 80



81

w

s(yd, 'Pdk) = Coio + DEq[ik] E Eq[Zdwk]Ydw
W=1

The prior distribution n does not follow a conjugate distribution; hence, its posterior does not

have a closed-form. Since , is only one dimensional variable, we use importance sampling to

approximate its posterior. Following Gopal and Yang (2014), we use the Jensen inequality and the

expectation of posterior parameters to derive the approximate conditional distribution of Kk:

p(Kklyd, , 2, 0, Co, a, 3, Y) Oc p(J'k, Yd Im, u2, u0, Co, a, )

~ Eq [p(rk, Yd, Zd, , 1d, Ay K -k I 2 , 10p, Co, a,Y)

> exp (Eq[1og p(k, Yd, Zd, 13, lrd, L, -k I 02, /_0, Co, a,
w w

0C exp E Eq[Zk] 0log CM(Kk)-+- k E Eq[zdwk]ygiEq[pk]
(W=1 w=1

x log-Normal(ickjm, u 2).

We grid the one dimensional space of r, and compute the importance weights of different ; val-

ues. We use these importance weights for approximating the expected K and consequently updating

the parameters 0 and A.

Update equations for the parameters of the HDP variational distribution ()3, p, 0) Sim-

ilar to Bryant and Sudderth (2012), we view 3 as a parameter; hence, q(3) = 63 (3). We use

numerical gradient ascent to optimize for 3*. See Section 2.2.4 for details of the direct assignment

truncation scheme that we are using here.

For a batch size of one, the update equations for the parameters are:

SPdwk o( exp{Eq[logvMF(ydwIVk, Ak)] + Eq[logwdk]}
w

9 dk +- (1 - p)Odk + p(ak + D E WwJ( dwk)
w= 1

where D, w,,, W are the total number of users, number of actions w in user trace j, the total number

of actions in the dictionary (of actions), respectively. We can obtain Eq [log vMF(ydw | 4'k, Ak)] and
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Gaussian LDA
selecLrefine-edge brush-tool window..paths selecLtransfonmselection image.reveaLa-i
paintbuckeLtool nudge view-snap-to.document penciltool layer.arrange-send-to-back

ediLtransfornmagain eraser-ool window4paragraph-styles ediLpreferences-iie view.show-smarLguides
layerJayer.stylexreate layerJayer..style.copyJayer layer.nerge-visible rectangle-tool viewJockguides

crop-tool file.open brush-tool eflipticalmarquee-tool nudge
0.203 0.177 0.232 0.190 0.208

Spherical HDP
brush-tool file-exporLdata-sets-asjiles windowextensions.connections selectdeselect cropdool
eraser-tool window.paragraph-styles window-workspace.efaulLworkspace selecLrefine..edge healing-brush-tool
lasso-tool ediLpreferenceslilebandling window.workspace..save-workspace selectinverse clone.stamp-tool

magic.wand-tool file-scripts-script-events..manager file.revert ediLpaste magneticJasso-tool
dodgedool layerJiideJayers ediLpurge.histories selectload-selection patch-tool

0.257 0.242 0.250 0.268 0.245

Table 5.1: Examples of top words for the most coherent topics on the user behavior trace
dataset. Examples are generated by Gaussian LDA (k=20) and Spherical HDP. The last row for
each model is the topic coherence computed using the method introduced by Fang et al. (2016).

Eq [log rdk] from the following equations:

Eq[log VMF(YdwIiIk, Ak)] = Eq[log CM( Nk)I + Eq[KkJy ,Eq[p-k],

Eq [logrdk]} = 'Q((k) -O ! (Z dk)
k'

where T is the first derivative of the log Gamma function.

5.4 Experiments

Setup We perform experiments on three different datasets. One user behavior trace dataset and 2

text corpora. The user behavior trace dataset consists of 7914 users and 275510 total actions. We

use the 4000 dimensional action embeddings from Adar et al. (2014) and reduce the dimension of

the vectors to 50 using PCA. We post-process the vectors to have unit f2 -norm.

The 2 text corpora are 11266 documents from 20 NEWSGROUPS 2 and 1566 documents from the

NIPS corpus3 . We utilize 50-dimensional word embeddings trained on text from Wikipedia using

word2vec4 . Similar to action vectors, we post-process the vectors to have unit j
2-norm.

We evaluate our model using the measure of topic coherence (Newman et al., 2010), which has

been shown to effectively correlate with human judgement (Lau et al., 2014). For the text corpora,

we compute the Pointwise Mutual Information (PMI) using a reference corpus of 300k documents

from Wikipedia. The PMI is calculated using co-occurence statistics over pairs of words (ui, uj) in

20-word sliding windows:

PMI(ui, u3 ) = log pui uj)
p(ui) -p(u)

2  
p:/ /Qwre .co/ as on/20 Nwsg r -, ups/

3httpD: //www.cs.nyuedu/-rwe.s/d,.taht
4 https://code.google.com/p/word2vec/
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Gaussian LDA
vector shows network hidden performance net figure size
image feature learning term work references shown average

gaussian show model rule press introduction neurons present
equation motion neural word tion statistical point family

generalization action input means ing related large versus
images spike data words eq comparison neuron spread
gradient series function approximate performed source small median
theory final time derived em statistics fig physiology

dimensional robot set describe vol free cells children
1.16 0.4 0.35 0.29 0.25 0.25 0.21 0.2

Spherical HDP
neural function analysis press pattern problem noise algorithm
layer linear theory cambridge fig process gradient error

neurons functions computational journal temporal method propagation parameters
neuron vector statistical vol shape optimal signals computation

activation random field eds smooth solution frequency algorithms
brain probability simulations trans surface complexity feedback compute
cells parameter simulation springer horizontal estimation electrical binary
cell dimensional nonlinear volume vertical prediction filter mapping

synaptic equation dynamics review posterior solve detection optimization
1.87 1.73 1.51 1.44 1.41 1.19 1.12 1.03

Table 5.2: Examples of top words for the most coherent topics on the NIPS dataset. Examples
are generated by Gaussian LDA (k=40) and Spherical HDP. The last row for each model is the topic
coherence (PMI) computed using Wikipedia documents as reference.

For the user behavior dataset, we use the topic coherence calculation method proposed by Fang et al.

(2016). Their method does not require a large corpus and can provide the topic coherence using the

action/word vectors directly. We compare our model with two baselines: HDP and the Gaussian

LDA model. We ran G-LDA with various number of topics (k).

Results Table 5.3 details the topic coherence averaged over all topics produced by each model.

We observe that our sHDP model outperforms G-LDA by 0.1 points on the user behavior dataset,
0.08 points on 20 NEWSGROUPS, and by 0.17 points on the NIPS dataset. We can also see that the

individual topics inferred by sHDP make sense qualitatively and have higher coherence scores than

G-LDA (Tables 5.1 and 5.2). This supports our hypothesis that using the vMF likelihood helps in
producing more coherent topics. sHDP produces 16 topics for the 20 NEWSGROUPS and 92 topics

on the NIPS dataset.

Fig. 5.4,3 shows a plot of normalized log-likelihood against the runtime of sHDP and G-LDA.J

We calculate the normalized value of log-likelihood by subtracting the minimum value from it and

dividing it by the difference of maximum and minimum values. We can see that sHDP converges

faster than G-LDA, requiring only around five iterations while G-LDA takes longer to converge.

5 Our sHDP implementation is in Python and the G-LDA code is in Java.
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Model Topic Coherence
USERS 20 NEWS NIPs

HDP 0.201 0.037 0.270
G-LDA (k=20) 0.203 -0.017 0.215
G-LDA (k=40) 0.195 0.052 0.248
G-LDA (k=60) 0.178 0.082 0.137
G-LDA (k=100) 0.217 -0.032 0.267

sHDP 0.300 0.162 0.442

Table 5.3: Average topic coherence for various baselines (HDP, Gaussian
sHDP. k=number of topics. Best scores are shown in bold.

_60
0

0

LDA (G-LDA)) and

30

50 o- G-LDA

to--- sHDP

20 -10

4 6 8 10 12 14 16
Seconds (log)

Figure 5.4.3: Normalized log-likelihood (in percentage) over a training set of size 1566 docu-
ments from the NIPS corpus. Since the log-likelihood values are not comparable for the Gaussian
LDA and the sHDP, we normalize them to demonstrate the convergence speed of the two inference
schemes for these models.

5.5 Conclusion

Classical topic models do not account for semantic regularities in language. Recently, distributional

representations of words have emerged that exhibit semantic consistency over directional metrics

like cosine similarity. Neither categorical nor Gaussian observational distributions used in existing

topic models are appropriate to leverage such correlations. In this chapter, we demonstrate the use

of the von Mises-Fisher distribution to model actions/words as points over a unit sphere. We use

HDP as the base topic model and propose an efficient algorithm based on Stochastic Variational

Inference. Our model naturally exploits the semantic structures of action embeddings and word

embeddings while flexibly inferring the number of topics. We show that our method outperforms

two competitive approaches in terms of topic coherence on three different datasets. One limitation

of sHDP is that the inferred topics will be unimodal due to the unimodality of the vMF distribution.
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Having a more flexible observation model will help in solving this limitation; one candidate of such

flexible model can be a deep generative model with an HDP latent structure.
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CHAPTER 6

Multimodal prediction and personalization in software

applications with deep generative models

6.1 Introduction

In the last three chapters our goal was to develop models to deal with log files and user behav-

ior traces. We proposed models and algorithms that can infer tasks performed by the users from

their log files. In the current chapter, instead of inferring the tasks, we focus on prediction and

personalization.

Many office workers spend most of their working days using pro-oriented software applications.

These applications are often powerful, but complicated. This complexity may overwhelm and con-

fuse novice users, and even expert users may find some tasks time-consuming and repetitive. We

want to use machine learning and statistical modeling to help users manage this complexity.

Fortunately, modem software applications collect large amounts of data from users with the aim

of providing them with better guidance and more personalized experiences. A photo-editing appli-

cation, for example, could use data about how users edit images to learn what kinds of adjustments

are appropriate for what images, and could learn to tailor its suggestions to the aesthetic preferences

of individual users. Such suggestions can help both experts and novices: experts can use them as a

starting point, speeding up tedious parts of the editing process, and novices can quickly get results

they could not have otherwise achieved.

Several models have been proposed for predicting and personalizing user interaction in different

software applications. These existing models are limited in that they only propose a single prediction

or are not readily personalized. Multimodal predictions2 are important in cases where, given an

'This chapter is based on the work by Saeedi et al. (2017a) (https://arxiv.org/pdf/ 1704.04997.pdt).
2We mean "multimodal" in the statistical sense (i.e., coming from a distribution with multiple maxima), rather than in

the human-computer-interaction sense (i.e., having multiple modes of input or output). This term has also been used in
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input from the user, there could be multiple possible suggestions from the application. For instance,

in photo editing/enhancement, a user might want to apply different kinds of edits to the same photo

depending on the effect he or she wants to achieve. A model should therefore be able to recommend

multiple enhancements that cover a diverse range of styles.

In this chapter, we introduce a framework for multimodal prediction and personalization in
software applications. We focus on photo-enhancement applications, though our framework is also

applicable to other domains where multimodal prediction and personalization is valuable. Fig. 6.2. 1
demonstrates our high-level goals: we want to learn to propose diverse, high-quality edits, and we

want to be able to personalize those proposals based on users' historical behavior.

Our modeling and inference approach is based on the variational autoencoder (VAE) (Kingma

and Welling, 2013). We propose an extension of the VAE which uses a hierarchical structure to

learn styles across many diverse users. We further extend our model to provide personalized results,
learning each user's personal style from their historical behavior. We introduce a novel encoder

architecture that, for each user, analyzes each edit independently, and then combines the results in a

symmetric, exchangeable way that extends to any number of user edits.

We apply our framework to three different datasets (collected from novice, semi-expert, and
expert users) of image features and user edits from a photo-enhancement application and compare

its performance qualitatively and quantitatively to various baselines. We demonstrate that our model

outperforms other approaches.

6.2 Related work

In this section we provide an overview of the available models for predicting photo edits and sum-

marize their pros and cons.

6.2.1 Related work on the prediction of photo edits

There are two main categories of models, parametric and nonparametric, that have been used for

prediction of photo edits:

Parametric methods These methods approximate a parametric function by minimizing a squared

(or a similar) loss. The loss is typically squared L2 distance in Lab color space, which more closely

approximates human perception than RGB space (Sharma and Bala, 2002). This loss is reasonable

if the goal is to learn from a set of consistent, relatively conservative edits. But when applied to a

dataset of more diverse edits, a model that minimizes squared error will tend to predict the average

other related work on multimodal predictions (e.g., Bishop 1994; Tang and Salakhutdinov 2013; Dauphin and Grangier
2015).
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Original Image User Group I User Group II

(a) (b)

Figure 6.2.1: The main goals of our proposed models. (a) Multimodal photo edits: For a given
photo, there may be multiple valid aesthetic choices that are quite different from one another. (b)
User categorization: A synthetic example where different user clusters tend to prefer different
slider values. Group 1 users prefer to increase the exposure and temperature for the baby images;
group 2 users reduce clarity and saturation for similar images.

edit. At best, this will lead to conservative predictions; in the worst case, the average of several

good edits may produce a bad result.

Bychkovsky et al. (2011) collect a dataset of 5000 photos enhanced by 5 different experts; they

identify a set of features and learn to predict the user adjustments after training on the collected

dataset. They apply a number of regression techniques such as LASSO and show their proposed

adjustments can match the adjustments of one of the 5 experts. Their method only proposes a single

adjustment and the personalization scheme that they suggest requires the user to edit a set of selected

training photos. Yan et al. (2016) use a deep neural network to learn a mapping from an input photo

to an enhanced one following a particular style; their results show that the proposed model is able

to capture the nonlinear and complex nature of this mapping. More recently, Gharbi et al. (2017)

propose a network architecture that is faster in processing every image compared to the model by

Yan et al. (2016). Both of these models only propose a single style of adjustment.

Nonparametric methods The few available nonparametric methods are typically able to pro-

pose multiple edits or some uncertainty over the range of adjustments. Lee et al. (2015) propose a

method that can generate a diverse set of edits for an input photograph. The authors have a curated

set of exemplar images in various styles. They use an example-based style-transfer algorithm to

transfer the style from an exemplar image to an input photograph. To choose the right exemplar

image, they do a semantic similarity search using features that they have learned via a convolutional

neural network (CNN). Although their approach can recommend multiple edits to a photo, their

edits are destructive; that is, the recommended edits are directly applied to the photo and the user is
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not able to further customize those edits. Koyama et al. (2016) introduce a model for personalizing

photo edits only based on the history of edits by a single user. The authors use a self-reinforcement

procedure in which after every edit by a user they: 1) update the distance metric between the user's

past photos, 2) update a feature vector representation of the user's photos, and 3) update an enhance-

ment preference model based on the feature vectors and the user's enhancement history. This model

requires data collection from a single user and does not benefit from other users' information.

6.2.2 Related multimodal prediction models

Traditional neural networks using mean squared error (MSE) loss cannot naturally handle mul-

timodal prediction problems, since MSE is minimized by predicting the average response. Neal

(1992) introduces stochastic latent variables to the network and proposes training Sigmoid Belief

Networks (SBN) with only binary stochastic variables. However, this model is difficult to train,

and it can only make piecewise-constant predictions and is therefore not a natural fit to continuous-

response prediction problems.

Bishop (1994) proposes mixture density networks (MDN), which are more suitable for continu-

ous data. Instead of using stochastic units, the model directly outputs the parameters of a Gaussian

mixture model. The complexity of MDNs' predictive distributions is limited by the number of mix-

ture components. If the optimal predictive distribution cannot be well approximated by a relatively

small number of Gaussians, then an MDN may not be an ideal choice.

Tang and Salakhutdinov (2013) add deterministic hidden variables to SBNs in order to model

continuous distributions. The authors showed improvements over the SBN; nevertheless, training

the stochastic units remained a challenge due to the difficulty of doing approximate inference on a

large number of discrete variables. Dauphin and Grangier (2015) propose a new class of stochastic

networks called linearizing belief networks (LBN). LBN combines deterministic units with stochas-

tic binary units multiplicatively. The model uses deterministic linear units which act as multiplica-

tive skip connections and allow the gradient to flow without diffusion. The empirical results show

that this model can outperform standard SBNs.

6.3 Models

Given the limitations of the available methods for predicting photo edits (described in Section 6. 2.1),

our goal is to propose a framework in which we can: 1) recommend a set of diverse, parametric edits

based on a labeled dataset of photos and their enhancements, 2) categorize the users based on their

style and type of edits they apply, and finally 3) personalize the enhancements based on the user

category. We focus on the photo-editing application in this chapter, but the proposed framework is

applicable to other domains where users must make a selection from a large, richly parameterized
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design space where there is no single right answer (for example, many audio processing algorithms

have large numbers of user-tunable parameters).

Our framework is based on VAEs, we described in Section 2.1.3, and follows a mixture-of-

experts design (Murphy, 2012, Section 11.2.4). We first introduce a conditional VAE that can

generate diverse set of enhancements to a given photo. Next, we extend the model to categorize the

users based on their adjustment style. Our model can provide interpretable clusters of users with

similar style. Furthermore, the model can provide personalized suggestions by first estimating a

user's category and then suggesting likely enhancements conditioned on that category. We slightly

modify the notation from Section 2. 13: we denote N i.i.d. observations by y = {yn} , and the

latent variables by zn.

6.3.1 Multimodal prediction with conditional Gaussian mixture VAE (CGM-

VAE)

Given a photo, we are interested in predicting a set of edits. Each photo is represented by a feature

vector Xn and its corresponding edits y,, are represented by a vector of slider values (e.g., contrast,

exposure, saturation, etc.). We assume that there are L clusters of possible edits for each image. To

generate the sliders yn for a given image Xn, we first sample a cluster assignment sn and a set of

latent features zn from its corresponding mixture component K(psn, E ). Next, conditioned on

the image and Zn, we sample the slider values. The overall generative process for the slider values

{yn}N i conditioned on the input images {Xn} I 1 is

snr d 7r Znsn,{pt, E } (Ps, E- )

ynIxn, zn, 0 ~ V(p(zn,xn; 0), E(zn, Xn; 0)), (6.1)

where p(zn, xn; 0) and E(z,, xn; 0) are flexible parametric functions, such as MLPs, of the input

image features Xn concatenated with the latent features Zn. Summing over all possible values for

the latent variables sn and Zn, the marginal likelihood p(YnIXn) = s fz, p(Yn, Sn, znIXn)dzn

yields complex, multimodal densities for the image edits Yn.

The posterior p(s, zIx, y) is intractable. We approximate it with variational recognition models

as

po(s, zjx, y) ~ q,, (sIx, y)qz (zlx, y, s). (6.2)

Note that this variational distribution does not model s and z as independent. For q, (sIx, y),

we use an MLP with a final softmax layer, and for qz (zlx, y, s), we use a Gaussian whose mean

and covariance are the output of an MLP that takes s, x, and y as input. Fig. 6.3.2 (parts a and b)

outlines the graphical model structures of the CGM-VAE and its variational distributions q0.
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Figure 6.3.2: Graphical models for CGM-VAE and P-VAE (a) The graphical model for CGM-
VAE introduced in Section 6.3.1 (b) The dependency structure for the variational approximations

q, (sIx, y) and q4 (zlx, y, s) in CGM-VAE (c) The P-VAE model introduced in Section 6.3.2) for
categorization and personalization. There are U users and each user u has Nu photos. (d) The
dependency structure in the variational distributions for the P-VAE model. Note that the recognition
network for su depends on all the images and their corresponding slider values of user u.

Given this generative model and variational family, to perform inference we maximize a varia-

tional lower bound on log pe(yIx), writing the objective as

L(0, k) A EqO(s,z ,y)[log P(YIz, x)] - KL(q,(s, zIx, y) IpO(s, z)).

By marginalizing over the latent cluster assignments s, the CGM-VAE objective can be op-

timized using stochastic gradient methods and the reparameterization trick. Marginalizing out the

discrete latent variables is not computationally intensive since s and y are conditionally independent

given z, po(s, z) is cheap to compute relative to po(yIx, z), and we use a relatively small number of

clusters. However, with a very large discrete latent space, one could use alternate approaches such

as the Gumbel-Max trick (Maddison et al., 2016) or REBAR (Tucker et al., 2017).

6.3.2 Categorization and personalization

In order to categorize the users based on their adjustment style, we extend the basic CGM-VAE

model to a hierarchical model that clusters users based on the edits they make. We call this new

model personalized VAE or P-VAE for short. While the model in the previous section considered

each image-edit pair Xn, yn in isolation, we now organize the data according to U distinct users,

using Xun to denote the nth image of user u and yun to denote the corresponding slider values

(see Fig. 6.3.2(c)). NA denotes the number of photos edited by user u. As before, we assume a

GMM with L components {,p, Ef}L_ and mixing weights 7r, but here these clusters will model

differences between users.

For each user u we sample a cluster index s, to indicate the user's category, then for each

photo n E {1, ... , N, I we sample the latent attribute vector zun from the corresponding mixture
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component:

sU 17r 7 r, zuns, { UII(At, Ef)} _t-, J(PSUI jSU).

Finally, we use the latent features zun to generate the vector of suggested slider values yun* As

before, we use a multivariate normal distribution with mean and variance generated from an MLP

parameterized by 9:

fid
yunIXun, Zun, 0 r 9 (p(zun,xun; 9), E(zun, xun; 9)).

For inference in the P-VAE model, our goal is to maximize the following variational lower

bound (VLB) for a dataset of U users:

I Nu

L(U, S) Eq(z,sI,y)[log po(yunIXun, zun)]
U n=1

- K(qo(zunIXun, Yu., su)IIPo(zunIsu))

- K ( I ( Xun, yn} 1)I|P(su)).

In the following we define the variational factors and the recognition networks that we use.

Variational factors For the local variables z and s, we restrict q(zls) to be normal and we have

q(s) in the categorical form. As in the CGM-VAE, we marginalize over cluster assignments at the

user level. Fig. 6.3.2 (parts c and d) outlines the graphical model structures of the P-VAE and its

variational distributions qO.

For the variational factor of the latent mixture component index su, we write:

Nu

q(su| xun, Yun n 1; #) oc exp {log7r+ log r(un,un; #), ts(su)) , (6.3)
n=1

where t, (sU) denotes the one-hot vector encoding of su and r(yun, xun; 0) is the recognition net-

work that belongs to some parametrized class of functions. That is, for each user image Xun and

corresponding set of slider values yun, the recognition network produces a potential over the user's

latent mixture component su. These image-by-image guesses are then combined with each other

and with the prior to produce the inferred variational factor on su.

This recognition network architecture is both natural and convenient. It is natural because a pow-

erful enough r can set rk (Yun, xun; #) 0c PO (Yun Ixn, su = k), in which case q (sU { xun, Yun} i)

P(SuI{Xun, Yun}N ) and there is no approximation error. It is convenient because it analyzes

image-edit pairs independently, and these evidence potentials are combined in a symmetric, ex-
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changeable way that extends to any number of user images N,.

6.4 Experiments

We evaluate our models and several strong baselines on three datasets. We focus on the photo editing

software Adobe Lightroom. The datasets that we use cover three different types of users that can

be roughly described as 1) casual users who do not use the application regularly, 2) frequent users

who have more familiarity with the application and use it more frequently 3) experts who have

more experience in editing photos than the other two groups. We randomly split all three datasets

into 10% test, 10% validation, and 80% train set. For more details on the datasets, baselines and

hyperparameter settings, see the supplementary materials.

Datasets The casual users dataset consists of 345000 images along with the slider values that a

user has applied to the image in Lightroom. There are 3200 users in this dataset. Due to privacy

concerns, we only have access to the extracted features from a CNN applied to the images. Hence,

each image in the dataset is represented by a 1024-dimensional vector. For the possible edits to the

image, we only focus on 11 basic sliders in Lightroom. Many common editing tasks boil down to

adjusting these sliders. The 11 basic sliders have different ranges of values, so we standardize them

to all have a range between -1 and 1 when training the model.

Dataset Casual Frequent Expert
Eval.

Metric LL JSD LL JSD LL JSD LAB
MLP -15.71 t 0.21 0.26 0.04 -2.72 t 0.31 0.11 0.02 -4.28 0.12 0.22 0.06 7.81 0.26
LBN -7.12 0.15 0.14 0.02 -3.7 0.43 0.13 0.02 -4.89 0.24 0.17 0.04 7.44 0.29
MDN -14.53 0.25 0.31 0.06 -1.67 0.47 0.24 0.08 -4.91 0.07 0.28 0.11 8.41 0.27
CGM-VAE -6.39 0.11 0.10 0.02 -1.42 0.18 0.08 0.02 -2.6 0.15 0.12 0.05 6.72 0.27

Table 6.1: Quantitative results: LL: Predictive log-likelihood for our model CGM-VAE and the three
baselines. The predictive log-likelihood is calculated over the test sets from all three datasets. JSD:
Jensen-Shannon divergence between normalized histograms of the true sliders and our model predic-
tions over the test sets (lower is better). See Fig. 6.4.3 for an example of these histograms. IAB: LAB
error between the images retouched by the experts and the images retouched by the model predictions.
For each image we generate 3 proposals and compare that with the images generated by the top 3 active
experts in the experts dataset.

The frequent users dataset contains 45000 images (in the form of CNN features) and their cor-

responding slider values. There are 230 users in this dataset. These users generally apply more

changes to their photos compared to the users in the casual group.

Finally, the expert users dataset (Adobe-MIT5k, collected by Bychkovsky et al. 2011) contains

5000 images and edits applied to these images by 5 different experts, for a total of 25000 edits.
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Figure 6.4.3: Marginal statistics for the prediction of the sliders in the casual users dataset (test
set). Due to space limitation, We only display the top 5 mostly used sliders in the dataset. LBN
has limited success compared to CGM-VAE. MLP mostly concentrates around the mean edit. The
quantitative comparison between different methods in terms of the distance between normalized
histograms is provided in Table 6.1.

We augment this dataset by creating new images after applying random edits to the original

images. To generate a random edit from a slider, we add uniform noise from a range of 10% of

the total range of that slider. Given the augmented set of images, we extract the "FC7" features

of a VGG-16 (Simonyan and Zissenran, 2014) pretrained network and use the 4096-dimensional

feature vector as a representation of each image in the dataset. After augmenting the dataset, we

have 15000 images and 75000 edits in total. Similar to other datasets, we only focus on the basic

sliders in Adobe Lightroom.

Baselines We compare our model for multimodal prediction with several models: a multilayer

perceptron (MLP), mixture density network (MDN), and linearizing belief network (LBN). The

MLP is trained to predict the mean and variance of a multivariate Gaussian distribution; this model

will demonstrate the limitations of even a strong model that makes unimodal predictions. The

MDN and LBN, which are specifically designed for multimodal prediction, are other baselines for

predicting multimodal densities. Table 6.1 summarizes our quantitative results.

We use three different evaluation metrics to compare the models. The first metric is the pre-

dictive log-likelihood computed over a held-out test set of different datasets. Another metric is the

Jensen-Shannon divergence (JSD) between normalized histograms of marginal statistics of the true

sliders and the predicted sliders. Fig. 6.4.3 shows some histograms of these marginal statistics for

the casual users.

Finally, we use the mean squared error in the CIE-LAB color space between the expert-retouched

image and the model-proposed image. We use the CIE-LAB color space as it is more perpetually
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Figure 6.4.4: Multimodal photo edits. Sample slider predictions from the CGM-VAE model (de-
noted by P in the figure) compared to the edits of 3 most active experts in the expert users dataset
(denoted by E). The images are selected from the test subset of the dataset; the 3 samples are se-
lected from a set of 10 proposals from the CGM-VAE model such that they align with the experts.
To show the difference between the model and experts, we apply their sliders to the original image.
For more examples, refer to Appendix B.

linear compared to RGB. We only calculate this error for the experts dataset (test set) since that is

the only dataset with available retouched images. To compute this metric, we first apply the pre-

dicted sliders from the models to the original image and then convert the generated RGB image to

a LAB image. For reference the difference between white and black in CIE-LAB is 100 and photos

with no adjustments result in an error of 10.2 . Table 6.1, shows that our model outperforms the

baselines across all these metrics.

Hyperparameters For the CGM-VAE model, we choose the dimension of the latent variable

from {2, 20} and the number of mixture components from the set {1, 3, 5, 10}. Note that by setting

the number of mixture components to 1, CGM-VAE will reduce to a conditional VAE. For the

remaining hyperparameters see the supplementary materials. We choose the best hyperparameter

setting based on the VLB of the held-out dataset. In all three datasets, 3 mixture components provide

the best VLB for the validation datasets.
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Figure 6.4.5: Predictive log-likelihood for users in the test set of different datasets. For each
user in the test set, we compute the predictive log-likelihood of 20 images, given 0 to 30 images
and their corresponding sliders from the same user. 30 sample trajectories and the overall average

s.e. is shown for casual, frequent and expert users. The figure shows that knowing more about
the user (up to around 10 images) can increase the predictive log-likelihood. The log-likelihood is
normalized by subtracting off the predictive log-likelihood computed given zero images. Note the
different y-axis in the plots. The rightmost plot is provided for comparing the average predictive
log-likelihood across datasets.

Tasks In addition to computing the predictive log-likelihood and JSD over the held-out test sets

for all three datasets, we consider the following two tasks:

1. Multimodal prediction: We predict different edits applied to the same image by the users in

the experts dataset. Our goal is to show that CGM-VAE is able to capture different styles

from the experts.

2. Categorizing the users and adapting the predictions based on users' categories: We show that

the P-VAE model, by clustering the users, makes better predictions for each user. We also

illustrate how inferred user clusters differ in terms of edits they apply to similar images.

6.4.1 Multimodal predictions

To show that the model is capable of multimodal predictions, we propose different edits for a given

image in the test subset of the experts dataset. To generate these edits, we sample from different

cluster components of our CGM-VAE model trained on the experts dataset. For each image we

generate 20 different samples and align these samples to the experts' sliders. From the 5 experts in

the dataset, 3 propose a more diverse set of edits compared to the others; hence, we only align our

results to those three to show that the model can reasonably capture a diverse set of styles.

For each image in the test set, we compare the predictions of MLP, LBN, MDN and the CGM-

VAE with the edits from the 3 experts. In MLP (and also MDN), we draw 20 samples from the

Gaussian (mixture) distribution with parameters generated from the MLP (MDN). For the LBN,

since the network has stochastic units, we directly sample 20 times from the network. We align
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Figure 6.4.6: User categorization. Two examples of sample edits for three different user groups
which the P-VAE model has identified (in the experts dataset). (a) For similar flower photos, users in
group I prefer to use low contrast and vibrance, whereas group II users tend to increase the exposure
and vibrance from their default values. There is also group III users which do not show any specific
preference for similar flower photos. (b) The same user groups for another set of similar photos
with dominant blue colors. For more examples, see the supplementary materials.

these samples to the experts' edits and find the LAB error between the expert-retouched image and
the model-proposed image.

To report the results, we average across the 3 experts and across all the test images. The LAB
error in Table 6.1 indicates that CGM-VAE model outperforms other baselines in terms of predict-
ing expert edits. Some sample edit proposals and their corresponding LAB errors are provided in
Fig. 6.4.4. This figure shows that the CGM-VAE model can propose a diverse set of edits that is
reasonably close to those of experts. For further examples see the supplementary material.

6.4.2 Categorization and personalization

Next, we demonstrate how the P-VAE model can leverage the knowledge from a user's previous
edits and propose better future edits. For the users in the test sets of all three datasets, we use
between 0 and 30 image-slider pairs to estimate the posterior of each user's cluster membership.

We then evaluate the predictive log-likelihood for 20 other slider values conditioned on the images
and the inferred cluster memberships.

Fig. 6.4.5 depicts how adding more image-slider combinations can generally improve the predic-
tive log-likelihood. The log-likelihood is normalized by subtracting off the predictive log-likelihood

computed given zero images. The effect of adding more images is shown for 30 different sampled

users; the overall average for the test dataset is also shown in the figure. To compare how various
datasets benefit from this model, the average values from the 3 datasets are overlaid. According
to this figure, the frequent users benefit more than the casual users and the expert users benefit the
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most.-

To illustrate how the trained P-VAE model proposes edits for different user groups, we use a

set of similar images in the experts dataset and show the predicted slider values for those images.

Fig. 6.4.6 shows how the inferred user groups edit a group of similar images (i.e., flowers). This

figure provides further evidence that the model is able to propose a diverse set of edits across differ-

ent groups; moreover, it shows each user group may have a preference over which slider to use. For

more examples see the supplementary material.

6.5 Conclusion

We proposed a framework for multimodal prediction of photo edits and extend the model to make

personalized suggestions based on each user's previous edits. Our framework outperforms several

strong baselines and demonstrates the benefit of having interpretable latent structure in VAEs. Al-
though we only applied our framework to the data from photo editing applications, it can be applied

to other domains where multimodal prediction, categorization and personalization are essential. Our

proposed models could be extended further by assuming more complicated graphical model struc-

ture such as admixture models instead of the Gaussian mixture model that we used. Furthermore,
the categories learned by our model can be utilized to gain insights about the types of the users in

the dataset.

3To apply the P-VAE model to the experts dataset, we split the image-slider combinations from each of the 5 experts
into groups of 50 image-sliders and pretend that each group belongs to a different user. This way we can have more
users to train the P-VAE model. However, this means the same expert may have some image-sliders in both train and test
datasets. The significant advantage gained in the experts dataset might be due in part to this way of splitting the experts.
Note that there are still no images shared across train and test sets.
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CHAPTER 7

Improving variational inference for latent variable mod-

els: discrete particle variational inferencel

7.1 Introduction

In Chapters 3 to 6, we proposed latent variable models with discrete latent structure. Probabilistic

models defined over large collections of discrete random variables have arisen in multiple fields in

addition to user behavior modeling. Examples include hidden Markov models for sequential data;

Bayesian networks; mixture models for tabular and relational data; and discrete Markov random

field models, which have become popular in fields ranging from computer vision to information

extraction. These models are typically specified in terms of a probability distribution P(x) defined

over a collection of variables x = {x,} occupying points in an underlying discrete space X. One

key approximate inference problem that arises in many applications is identifying high-probability

configurations of the discrete variables.

As mentioned in Chapter 2, approximate inference algorithms can be grouped into two main

categories: Monte Carlo methods and variational methods.The flexibility and simplicity of Monte

Carlo methods have made them the workhorse of statistical computation (Robert and Casella, 2004).

There are two basic approaches to Monte Carlo inference for discrete probabilistic models. The first,

Markov chain Monte Carlo methods, work by running a Markov chain with transition operator T

whose equilibrium distribution asymptotically approaches P(x)-that is, TkPo(x) - P(x) for

any initial distribution on states Po(x). The second, sequential Monte Carlo methods, build up a

sample from a distribution that approximates P(x) by sampling from a sequence of more tractable

distributions, typically defined over subspaces of X. However, their accuracy is difficult to measure,

and the amount of computation required for satisfactory accuracy can be prohibitive in practice.

'This chapter is based on the work by Saeedi etal. (2017b) ttp/ ir /a s i8/ 15.htmi).
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In contrast to Monte Carlo methods, variational methods tend to converge quickly, guarantee

an improved bound after each iteration, and supply an easily monitored objective function (unlike

Monte Carlo methods). However, for complex discrete models, the bias induced by variational ap-

proximations can sometimes lead to poor predictive performance. For example, consider a discrete

probabilistic model where two binary variables x, and x2 are constrained to take the same value, i.e.

P(Xi, X2) = 0 if x1 -# x 2 . All the probability mass is on the states xi = x2 = 0 and x1 = X2 = 1.
In "mean-field" variational inference, this distribution might be approximated as Qo1 (x1 )Q 2 (x2),

with 01 and 02 representing coin weights that used to model x1 and X 2 as independent Bernoulli

distributions. This family of variational approximations to P(x 1 , x2) cannot capture the true distri-

bution, and in fact cannot qualitatively capture the simple constraint that x1 = x2. These limitations

prompted the development of more sophisticated approximations (e.g., Bouchard-Cut6 and Jordan,

2009; Jaakkola and Jordan, 1998), but these incur additional computational cost and can be difficult

or impossible to apply to a given problem.

This chapter introduces a new approximate inference method, called discrete particle varia-

tional inference (DPVI), that aims to combine key strengths of both Monte Carlo and variational

inference. The key insight in DPVI is to use a weighted collection of samples - the kind of "parti-

cle approximation" output by Monte Carlo methods - as the approximating family for variational

inference. Suppose we got to pick where to place the particles in the hypothesis space; where

would we put them? Intuitively, we would want to distribute them in such a way that they cover

high probability regions of the target distribution, but without the particles all devolving onto the

mode of the distribution. This problem can be formulated precisely within the framework of vari-

ational inference. We derive a coordinate ascent update for particle approximations that iteratively

minimizes the Kullback-Leibler (KL) divergence between the particle approximation and the target

distribution.

In DPVI, the location of the particles become the parameters of the approximating family. This

simple choice has appealing consequences. Like Monte Carlo, DPVI can handle problems where the

posterior has multiple modes, and yields exact results in a well-defined limit (as the number of par-

ticles goes to infinity). Like standard mean-field variational methods, DPVI is based on optimizing

a lower bound on the partition function; when this quantity is not of intrinsic interest, it facilitates

convergence assessment and debugging. Like both Monte Carlo and combinatorial search, DPVI

can take advantage of factorization, sequential structure, and custom search operators.

The rest of the chapter is organized as follows. After introducing our general framework, we

describe how it can be applied to filtering and smoothing problems. We then show experimentally

that variational particle approximations can overcome a number of problems that are challenging for

conventional Monte Carlo methods. In particular, our approach is able to produce a diverse, high

probability set of particles in situations where Monte Carlo and mean-field variational methods
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sometimes degenerate.

7.2 Background

Our goal is to approximate a probability distribution P(x) over discrete latent variables x =

{X 1 , . .. , XN}, X- c {1, ... , MnJ, where the target distribution is known only up to a normaliz-

ing constant Z: P(x) = f(x)/Z.

We assume that P(x) is a Markov network defined on a graph G, so that f(x) factorizes ac-

cording to:

f(x) = f(cX), (7.1)
C

where c C {1, . .. , N} indexes the maximal cliques of G.

Recall from Chapter 2 that a general way to approximate P(x) is with a weighted collection of

K particles, {, .. . , . For discrete latent variables, we have:

K

P(X) ~ Q(X) = wk6X, Xk], (7.2)
k=1

where xk = {4,. . . , k}, x2 E {1, . . . , Mn} and 6[-,-] 1 if its arguments are equal and 0
otherwise. xks are stochastically generated particles from a proposal distribution, xk ~ #(-), and

their weights are computed according to wk cx f (xk)/(Xk).

In an SMC framework, where we sequentially sample the latent variables at each time point

using a proposal distribution #(xn~ IX1), the procedure can produce conditionally low probability

particles; therefore, most algorithms include a resampling step which replicates high probability

particles and kills off low probability particles. The downside of resampling is that it can produce

degeneracy: the particles become concentrated on a small number of hypotheses, and consequently

the effective number of particles is low.

We next consider particle approximations from the perspective of variational inference. We then

turn to the application of particle approximations to inference in stochastic dynamical systems.

7.3 Variational particle approximations

Variational inference can be connected to Monte Carlo methods by viewing the particles as a set of

variational parameters parameterizing Q. For the particle approximation defined in Eq. (7.2), the
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negative variational free energy takes the following form:

K f (xk)
L[Q] = wk log wkVk (7.3)

k=1

where Vk = EK 6[xj, xk] is the number of times an identical replica of xk appears in the par-

ticle set. We wish to find the set of K particles and their associated weights that maximize L[Q],
subject to the constraint that k= WQ = 1. This constraint can be implemented by defining a new

functional with Lagrange multiplier A:

,C[Q] = L[Q] + A W wk-i1 (7.4)
k=1

Taking the functional derivative of the Lagrangian with respect to Wk and equating to zero, we

obtain:

logf(X k) logWk k 
logVk + A- 10

-- wk = Z6- 1f (xk )lVk (7.5)

where

K fk)

ZQ =exp(A - 1)- 1 - . (7.6)
k=1

We can plug the above result back into the definition of L[Q]:

K k) k 

(Xk

[Q] =Z 1  ( log
k=1 Vk Z6-1 f (xk)Vk

= ZQ 1 Z f kk) log ZQ
k=1

= log ZQ (7.7)

Thus, L[Q] is maximized by choosing the K values of x with the highest score. The following

theorem shows that allowing Vk > 1 (i.e., having replica particles) can never improve the bound.

Theorem 1. Let Q and Q' denote two particle approximations, where Q consists of unique particles

(V = 1 for all k) and Q' is identical to Q except that paicle J3, is replicated V', times (displacing

Q other particles with cumulative score F). For any choice of particles, L[Q] ;> L[Q'].
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Proof We first apply Jensen's inequality to obtain an upper bound on L[Q']:

K K f(XkV

L[Q'] <; log Ew ,ZQ' = Eog . (7.8)
k=1 k=1 Q'

K

Since L[Q] = log ZQ, we wish to show that ZQ > Zk_1 . All the particles in Q and Q' are

identical except for the VQ, particles in Q that were displaced by replicas of x1Q, in Q'; thus we only

need to establish that f(x3Q,) + F > VQ,,f(x ,) = f (x-Q,), where the left hand side of the inequality

is the change in negative variational free energy after the replication of particles. Since the score

f (x) can never be negative, the cumulative score F can also never be negative (F > 0) and the

inequality holds for any choice of particles. I

The variational bound can be optimized by coordinate ascent, as specified in Algorithm 1, which

we refer to as discrete particle variational inference (DPVI). This algorithm takes advantage of

the fact that when optimizing the bound with respect to a single variable, only potentials local to

that variable need to be computed. In particular, let jk be a replica of xk with a single-variable

modification, . = m. We can compute the unnormalized probability of this particle efficiently

using the following equation:

f(zk)f(Xk) _x (7.9)

where .Fn (x) = [c:nc fc(xc). The variational bound for the modified particle can then be com-

puted using Eq. (7.7). Particles can be initialized arbitrarily. When repeatedly iterated, DPVI will

converge to a local maximum of the negative variational free energy.' Note that in principle more

sophisticated methods can be used to find the top K modes (e.g., Flerova et al., 2012; Yanover

and Weiss, 2003); however, we have found that this coordinate ascent algorithm is fast, easy to

implement, and very effective in practice (as our experiments below demonstrate).

An important aspect of this framework is that it maintains one of the same asymptotic guaran-

tees as importance sampling: Q converges to P as K -- 00, since in this limit DPVI is equivalent to

exact inference. Thus, DPVI combines advantages of variational methods (monotonically decreas-

ing KL divergence between Q and P) with the asymptotic correctness of Monte Carlo methods.

It is important to note that asymptotic correctness might be useless in practice unless something

is known about the convergence rate. This issue is not unique to DPVI; it also applies to Monte

2Naturally, initialization affects performance, since the objective function has local optima. For example, if the
posterior is multimodal and none of the particles are initialized near the dominant mode, then the particle approximation
will likely miss a significant portion of the probability mass. Studying the effects of initialization is an important practical
challenge for the application of DPVI. In our experiments, we report averages across multiple random initializations.



Algorithm 1 Discrete particle variational inference
1: /*N is the number of latent variables */
2: /*xk is the set of all latent variables for the kth particle: xk = IX ... ,k} */
3: I*M, is the support of latent variable x, */
4: Input: initial particle approximation Q with K particles, tolerance E
5: while JL[Q] - L[Q'I > Edo
6: for n 1 to N do
7: X= 0
8: fork = ltoKdo
9: Copy particle k: ik _ Xk

10: form = 1toM, do
11: Modify particle: z +- m
12: Score j k using Eq. (7.9)
13: X +- X U (.;k' (k)
14: end for
15: end for
16: Select K unique particles from X with the largest scores
17: Construct new particle approximation Q'(x) = EK wk3[X, Xk]
18: Compute variational bound L[Q'] using Eq. (7.7)
19: end for
20: end whileReturn particle approximation Q'

Carlo and variational methods. For certain Markov chain Monte Carlo (MCMC) samplers, it can be

shown that the chain converges to the posterior at a geometric rate (Mengersen et al., 1996; Meyn

and Tweedie, 1993). A small amount of work has investigated convergence properties of varia-

tional methods for specific models (Hall et al., 2011; Wang et al., 2006), but in general the issue of

convergence rate for variational methods is an open question.

The asymptotic complexity of DPVI in the sequential setting is O(SNK) where S is the max-

imum support size of the latent variables. For the iterative update of the particles the complexity is

O(TCSK), where T is the maximum number of iterations until convergence and C is the maxi-

mum clique size. In our experiments, we empirically observed that we only need a small number of

iterations and particles in order to outperform our baselines.

7.4 Filtering and smoothing in hidden Markov models

We now describe how variational particle approximations can be applied to filtering and smooth-

ing in hidden Markov models (HMMs). Consider a hidden Markov model with observations y =
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{Yi, YN} generated by the following stochastic process:

P(y, x, 0) = P(O) H P(y Ix", 0)P(XnIXnI, 0), (7.10)
n

where 0 is a set of transition and emission parameters. We are particularly interested in marginal-

ized HMMs where the parameters are integrated out: P(y, x) = fo P(y, x, 0)dO. This induces

dependencies between observation n and all previous observations, making inference challenging.

Filtering is the problem of computing the posterior over the latent variables at time n given the

history Y1:n. To construct the variational particle approximation of the filtering distribution, we need

to compute the product of potentials for variable n:

-Fn(X) = P(ynjX1:n, y1:n-1)P(Xn1:n_1). (7.11)

Recall from the previous section that Yn (x) is the joint probability of the maximal cliques to which

xn belongs. We can then apply the coordinate ascent update described in the previous section. This

update is simplified in the filtering context due to the underlying Markov structure. Specifically,
Eq. (7.9) is given by:

f(;-k) =f (Xk)P(ynIxk = m,x kn_1, yl:n_1)P(xk = mIs :n_ 1 ). (7.12)

At each time step, the algorithm selects the K continuations (new variable assignments of the current

particle set) that maximize the negative variational free energy.

Smoothing is the problem of computing the posterior over the latent variables at time n given

data from both the past and the future, yi:N. The product of potentials is given by:

-Fn(X) = P(YnjX1:n,y-n)P(XnjX-n), (7.13)

where xn refers to all the latent variables except Xn (and likewise for y-). This potential can be

plugged into the updates described in the previous section.

To understand DPVI applied to filtering problems, it is helpful to contemplate three possible

fates for a particle at time n (illustrated in Fig. 7.4.1):

" Selection: A single continuation of particle k has non-zero weight. This can be seen as a

deterministic version of particle filtering, where the sampling operation is replaced with a

max operation.

" Splitting: Multiple continuations of particle k have non-zero weight. In this case, the particle

is split into multiple particles at the next iteration.
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evaluate
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select the top resample
K=3
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(A) DPVI (B) Particle Filtering

Figure 7.4.1: Schematic of DPVI versus particle filtering for filtering problems. Illustration of
different filtering scenarios over 2 time steps in a binary state space with K = 3 particles. The
number in each circle indicates the binary value of the corresponding variable. Arrows indicate the
evolution of the particles. (A) DPVI: The size of the putative particles represents the score of the
particle. The K continuations with highest score are selected for propagation to the next time step.
The size of the new particle set corresponds to the normalized score. Particle P1 is split, P2 is
deleted and one putative particle from P3 is selected. (B) Particle filtering: The size of the node
represents the weight of the particle for the resampling step.

* Deletion: No continuations of particle k have non-zero weight. In this case, the particle is

deleted from the particle set.

Similar to particle filtering with resampling, DPVI deletes and propagates particles based on their

probability. However, as we show later, DPVI is able to escape some of the problems associated

with resampling.

7.5 Related work

DPVI is related to several other ideas in the statistics literature:

* DPVI is a special case of a mixture mean-field variational approximation (Jaakkola and Jor-

dan, 1998; Lawrence, 2000):

K N

Q(x) = Q(k) 7J Q(xnIk). (7.14)
k=1 n=1

In DPVI, Q(k) = wk and Q(Xn0 k) = J[xr, 4k]. From the simple restriction that the com-

ponent distributions must be delta functions, we derived a new algorithm that is simpler

and more efficient than mixture mean-field (which requires separate updates for the mixture

weights), while sacrificing some of its expressivity. Another distinct advantage of DPVI is
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that the variational updates do not require the additional lower bound used in general mixture

mean-field, due to the intractability of the mean-field updates.

" When K = 1, DPVI is equivalent to iterated conditional modes (ICM; Besag, 1986), which

iteratively maximizes each latent variable conditional on the rest of the variables. This algo-

rithm is simple to implement, efficient (relative to variational and Monte Carlo algorithms),
and has been successfully applied to computer vision tasks such as reconstruction and seg-

mentation of Markov random fields. However, the algorithm is susceptible to local optima

without the aid of relaxation techniques like simulated annealing (Greig et al., 1989).

" DPVI is conceptually similar to nonparametric variational inference (Gershman et al., 2012),
which approximates the posterior over a continuous state space using a set of particles con-

volved with a Gaussian kernel (see Miller et al., 2016, for more sophisticated extensions

of this idea). This approach was shown to be effective for probabilistic models that lack

the conjugate-exponential structure required for exact mean-field inference. Because non-

parametric variational inference approximates continuous densities, it is inapplicable to the

discrete problems considered here.

" Frank et al. (2009) used particle approximations within a variational message passing al-

gorithm. The resulting approximation is "local" in the sense that the particles are used to

approximate messages passed between nodes in a factor graph, in contrast to the "global"

approximation produced by DPVI, which attempts to capture the distribution over the entire

set of variables. It is an interesting question for future research to understand what classes of

probabilistic models are better approximated using local vs. global approaches.

" lonides (2008) described a truncated version of importance sampling in which weights falling

below some threshold are set to the threshold value. lonides (2008) showed that truncation

reduced sensitivity to the proposal distribution and derived optimal truncations as a function

of the number of samples. This is similar (though not equivalent) to the DPVI setting where

latent variables are sampled exhaustively and without replacement.

" Schniter et al. (2008) described an approximate inference algorithm, fast Bayesian matching

pursuit, which can be viewed as a special case of DPVI applied to Gaussian mixture models.

" In Jones et al. (2005), a shotgun stochastic search algorithm is suggested, which proposes

local changes to the latent variables with probability proportional to the unnormalized pos-

terior. While this method of evaluating local changes is similar to our coordinate algorithm

for the DPVI objective, it is important to note that DPVI is not a stochastic search algorithm

(unless K = 1): It maintains a collection of particles in order to approximate the posterior

distribution, which is important for applications that require a representation of uncertainty.
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* Finally, DPVI is closely related to the problem of finding the K most probable latent variable

assignments (Flerova et al., 2012; Yanover and Weiss, 2003). We view this problem through

the lens of particle approximations, connecting it to both Monte Carlo and variational meth-

ods. The techniques developed for finding the K-best assignments could be fruitfully applied

to optimizing the DPVI objective function.

Our experimental strategy is to compare DPVI with popular algorithms that have similar compu-

tational complexity, which is why we focus on particle filtering, Gibbs sampling and mean-field

approximations. Although mixture mean-field will by definition lead to a better approximation, its

computational complexity is considerably greater, which may explain why it is has never achieved

the popularity of standard mean-field approaches. Some of the approaches listed above are not

applicable to the discrete setting (nonparametric variational inference and fast Bayesian matching

pursuit), and some are point estimators instead of true probabilistic approximations (iterated condi-

tional modes and shotgun stochastic search).

7.6 Experiments

In this section, we compare the performance of DPVI to several widely used approximate inference

algorithms, including particle filtering, Gibbs sampling and variational methods. We first present a

didactic example to illustrate how DPVI can sometimes succeed where particle filtering fails. We

then apply DPVI to four popular but intractable probabilistic models: the Dirichlet process mixture

model (DPMM; Antoniak, 1974; Escobar and West, 1995), the infinite HMM (iHMM; Beal et al.,
2002; Teh et al., 2006b), the infinite relational model (IRM; Kemp et al., 2006) and the Ising model.

The results for the DPMM and the Ising model are provided in Appendix C.

7.6.1 Didactic example: binary HMM

As a didactic example, we use a simple HMM with binary hidden states (x) and observations (y):

P(x,+1 = I0xn = 0) = ao

P(Xn,+1 = 1X, = 1) = al

P(y= 0=x = 0) = 00

P(yn = 1|xJ = 1) =01, (7.15)

with ao, a1 , 30, and #1 all less than 0.5. Constraining the parameters to be less than 0.5 makes

some sequences more likely; approximating the posterior using a particle filter (with resampling)

may result in capturing only these sequences. We will use this model to illustrate how DPVI differs
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[0,0,0] 0.15 [1,0,1] Q(Xo = 0) = 0.4
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Figure 7.6.2: Comparison of approximate inference schemes. (A) Approximating families for
DPVI, Monte Carlo and mean-field. (B) Approximating the posterior probability of a sequence

(x0 = 1, X 1 = 0, x 2 = 1) for the above 3 schemes on a binary HMM. Given the weights for
different sequences in DPVI the posterior probability is the weight corresponding to that sequence.
For Monte Carlo approximation, the posterior can be approximated from the normalized counts of
sampled (xo = 1, x1 = 0, X 2  1) sequences. Finally, for the mean-field approximation, we have

Pr(xO = 1, x 1 = 0, X 2 = 1y) = Q(XO = 1)Q(Xi = 0)Q(x 2 = 1).

from particle filtering. Fig. 7.6.2 compares several inference schemes for this model.

For illustration, we use the following parameters: a0 = 0.2, aI = 0.1, 30 = 0.3, and 31 = 0.2.

Suppose you observe a sequence generated from this model. For a sufficiently long sequence, a

particle filter with resampling will eventually delete most conditionally unlikely particles, due to

the fact that there is some probability on each step that any given unlikely particle will be deleted.

The particle filter will thus suffer from degeneracy for long sequences. On the other hand, without

resampling the approximation will degrade over time because conditionally unlikely particles are

never replaced by better particles. For this reason, it is sometimes suggested that resampling only

be performed when the effective sample size (ESS) falls below some threshold.

The ESS is calculated as ESS = 1 2. A low ESS means that most of the weight is being

placed on a small number of particles, and hence the approximation may be degenerate (although

in some cases this may mean that the target distribution is peaky). We evaluated particle filtering

with multinomial resampling on synthetic data generated from the HMM described above. Approx-
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Figure 7.6.3: HMM with binary hidden states and observations. Total marginal error computed
for a sequence of length 200. For particle filtering the total error for every ESS value is averaged
over 5 sequences generated from the HMM; in addition, for each sequence we reran the particle
filter 5 times (thus 25 runs total). Note the logarithmic scale of the x-axis. Error bars and the thin
black lines correspond to standard error of the mean.

imation accuracy was measured by using the forward-backward algorithm to compute the hidden

state posterior marginals exactly and then comparing these marginals to the particle approximation.

Fig. 7.6.3 shows performance as a function of ESS threshold, demonstrating that there is a fairly

narrow range of thresholds for which performance is good. Thus in practice, successful applications

of particle filtering may require computationally expensive tuning of this threshold.

In contrast, DPVI achieves performance comparable to the optimal particle filter, but without a
tunable threshold. This occurs because DPVI uses an implicit threshold that is automatically tuned
to the problem. Instead of resampling particles, DPVI deletes or propagates particles deterministi-

cally based on their relative contribution to the variational bound. We can always incrementally add
particles, unlike tuning the threshold. So although K can be viewed as a tuning parameter, we can
adapt it with relatively little expense, monotonically increasing the approximation quality in a way
that can be easily quantified.

7.6.2 Infinite HMM

We utilize DPVI for inference in the iHMM model introduced in Section 2.2.2. We show the per-

formance of the model on a synthetic and two real datasets.
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Figure 7.6.4: Infinite HMM on the synthetic dataset (A). Results on 500 synthetic data points
generated from an HMM with 10 hidden states. Error is the Hamming distance between the true
hidden sequence and the sampled sequence, averaged over 50 datasets. M: multinomial resampling;
S: stratified resampling. Lower bound is the expected Hamming distance between data-generating
distribution and ground truth. Upper bound is the expected Hamming distance between uniform
distribution and ground truth. (B) Run time comparison for the synthetic iHMM dataset. We denote
particle filtering method by PF.

Synthetic data

We generated 50 sequences with length 500 from 50 different HMMs, each with 10 hidden and 5
observed states. For the rows of the transition and initial probability matrices of the HMMs we used
a symmetric Dirichlet prior with concentration parameter 0.1; for the emission probability matrix,
we used a symmetric Dirichlet prior with concentration parameter 10.

Fig. 7.6.4A illustrates the performance of DPVI and particle filtering (with multinomial and
stratified resampling) for varying numbers of particles (K = 1, 10, 100). Performance error was
quantified by computing the Hamming distance between the true hidden sequence and the sampled
sequence. The Munkres algorithm was used to maximize the overlap between the two sequences.
The results show that DPVI outperforms particle filtering in all three cases.

When the data consist of long sequences, resampling at every step will produce degeneracy in
particle filtering; this tends to result in a smaller number of clusters relative to DPVI. The superior
accuracy of DPVI suggests that a larger number of clusters is necessary to capture the latent structure
of the data. Not surprisingly, this leads to longer run times (Fig. 7.6.4B), but it is important to note
that particle filtering and DPVI have comparable per-cluster time complexity.
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Figure 7.6.5: Infinite H1MM for the text analysis task. (A) Predictive log-likelihood for the Alice
in Wonderland dataset. (B) Results using the "Alice in Wonderland" dataset. The maximum number
of inferred clusters is C = 147 for DPVI (K = 100) and C = 21 for particle filter (K = 100). As
expected, the per cluster runtime of the two methods are comparable.

Text analysis

We next analyzed a real-world dataset, text taken from the beginning of "Alice in Wonderland", with
31 observation symbols (letters). We used the first 1000 characters for training, and the subsequent
4000 characters for test. Performance was measured by calculating the predictive log-likelihood.
We fixed the hyperparameters a and -y to 1 for both DPVI and the particle filtering.

We ran one pass of DPVI (filtering) and particle filtering over the training sequence. We then
sampled 50 datasets from the distribution over the sequences. We truncated the number of states
and used the learned transition and emission matrices to compute the predictive log-likelihood of the
test sequence. To handle the unobserved emissions in the test sequence we used "add-3" smoothing
with 6 = 1. Finally, we averaged over all the 50 datasets.

We also compared DPVI to the beam sampler (Van Gael et al., 2008), a combination of dynamic
programming and slice sampling, which was previously applied to this dataset. For the beam sam-
pler, we followed the setting of Van Gael et al. (2008). We run the sampler for 10000 iterations
and collect a sample of hidden state sequence every 200 iterations. Fig. 7.6.4B shows the predictive
log-likelihood for varying numbers of particles. Even with a small number of particles, DPVI can
outperform both particle filtering and the beam sampler.
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Figure 7.6.6: Infinite HMM results for the user behavior analysis task. (A) Predictive log-
likelihood vs iteration for the user behavior dataset. The error bars correspond to the standard
error and are computed over 20 runs. In every iteration of DPVI and particle filtering, we do a
forward filtering-backward smoothing pass over all the sequences of the dataset. (B) Predictive log-
likelihood after 3000 iterations of DPVI, Gibbs, particle filter and mean field for the user behavior
dataset (with 1000 data points as held-out). The best performance is achieved by DPVI with 5-10
particles and also the Gibbs sampler. Run time for each epoch is as follows: 0.726 sec for mean
field, 0.593 sec for Gibbs, 4.52 sec for particle filter with 10 particles, and 4.74 sec for DPVI with
10 particles.
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Figure 7.6.7: Infinite HMM results for the user behavior analysis task. Lower bound vs iteration
for the user behavior dataset. The error bars correspond to the standard error and are computed over
20 runs. In every iteration of DPVI, we do a forward filtering-backward smoothing pass over all the
sequences of the dataset.
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User behavior analysis

We analyzed a dataset of user behavior in a photo editing software application. The dataset contains

sequences of edits applied by users to different photos. An iHMM can be utilized for better under-

standing the high-level tasks of the users. That is, a sequence of multiple edits may be required to

perform a high-level task such as cropping or masking a photo. Our dataset contains 30000 edits

from which we use 1000 data points as a held-out set. There are 23 possible observations (edits) in

the dataset. We compare DPVI with 1, 5 and 10 particles with particle filtering, Gibbs sampling and

mean field inference schemes. For all the inference schemes, we set the hyperparameters a and y to
1. In every iteration of DPVI and particle filtering, we do a forward filtering-backward smoothing

pass over all the sequences of the dataset. Our results, shown in Fig. 7.6.6(B), demonstrate that

DPVI with 5 and 10 particles can converge in fewer iterations compared to other reasonable base-

lines. We illustrate the lower bound (Eq. (7.7)) convergence in Fig. 7.6.7. The results are computed

over 20 runs and for 1, 5 and 10 particles.

It is important to note here that we do not expect DPVI to outperform Gibbs sampling in all

scenarios; when computation time is not strongly limited, we expect DPVI and Gibbs to perform

similarly. This point applies here as well as to the experiments reported in the sections below. We

see DPVI as a useful alternative to Gibbs when the computational budget is low and the required

fidelity of the approximation can be satisfied by capturing a few of the posterior modes.

7.6.3 Infinite relational model (IRM)

The IRM (Kemp et al., 2006) is a nonparametric model of relational systems. The model simultane-

ously discovers the clusters of entities and the relationships between the clusters. A key assumption

of the model is that each entity belongs to exactly one cluster.

Given a relation R involving J types of entities, the goal is to infer a vector of cluster assign-

ments xi for all the entities of each type j = 1,. . . , J." Assuming the cluster assignments for each

type are independent, the joint density of the relation and the cluster assignment vectors can be

written as:

J

j=1

The cluster assignment vectors are drawn from a CRP(a) prior. Given the cluster assignment vec-

tors, the relations are drawn from a Bernoulli distribution with a parameter q that depends on the

clusters involved in that relation. For instance, in a single two-place relation, 71(a, b) is the proba-

bility of having a link between any given pair (i, j) where i is in cluster a and j is in cluster b.
3The IRM model can be defined for multiple relations but for simplicity we only describe the single relation case.

7.6. Experiments 116
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Sample animal clusters:
Al: Hippopotamus, Elephant, Rhinoceros
A2: Seal, Walrus, Dolphins, Blue Whale,

Killer Whale, Humpback Whale
A3: Beaver, Otter, Polar Bear

Sample feature clusters:
Fl: Hooves, Long neck, Horns
F2: Inactive, Slow, Bulbous Body, Tough Skin
F3: Lives in Fields, Lives in Plains, Grazer
F4: Walks, Quadrupedal, Ground
F5: Fast, Agility, Active, Tail

Figure 7.6.8: Co-clustering of animals and features with an IRM. Co-clustering of animals
(rows) and features (columns) after 50 iterations of DPVI with 10 particles in the infinite relational
model.

More formally, let us define an M dimensional relation R : Tdl x . .. TdM " {0, 1}, over J
different types. Each relational value is generated according to:

R(ii, . . , im)z1x, .. . ,J ~ Bern(q(x4, . . ,m)), (7.17)

where dm denotes the label of the type (i.e., d. c {1, - - , J}) and im is the entity occupying
position m in the relation. Each entry of parameter matrix ri is drawn from a Beta(3, 3) distribution.
By using a conjugate Beta-Bernoulli model, we can analytically marginalize the parameters T1 (see
Kemp et al., 2006), allowing us to directly compute the likelihood of the relational matrix given the
cluster assignments, P(RJx', ... , J).

We compared the performance of DPVI with Gibbs sampling, using predictive log-likelihood on
held-out data as a performance metric. The "animals" dataset analyzed by Kemp et al. (2006), was
used for this task. This dataset (Osherson et al., 1991) is a two type dataset R : T, x T2 -+ {0, 1}
with animals and features as it types; it contains 50 animals and 85 features.

We removed 20% of the relations from the dataset and computed the predictive log-likelihood
for the held-out data. We ran DPVI with 1, 10 and 20 particles for 1000 iterations. Given the weights
of the particles, we computed the weighted log-likelihood. We also ran 20 independent runs of the
Gibbs sampler and DPVI for 1000 iterations and computed the average predictive log-likelihood.
Every iteration scans all the data points in all the types sequentially. We set the hyperparameters a
and 3 to 1. Fig. 7.6.8 illustrates the co-clustering discovered by DPVI for the dataset, demonstrating
intuitively reasonable animal and feature clusters.

The results after 1000 iterations are presented in Fig. 7.6.9B. The best performance is achieved
by DPVI with 20 particles. Fig. 7.6.9A shows the predictive log-likelihood for every iteration of
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Method Predictive LL
DPVI (K = 1) -418.49 4.24
DPVI (K = 10) -382.46 7.34
DPVI (K = 20) -370.67 6.23
Gibbs (avg. of 20 runs) -371.74 + 5.07

(A) (B)

Figure 7.6.9: Infinite relational model results for the animals dataset (A) Predictive log-
likelihood vs iteration for the animals dataset. The error bars correspond to the standard error
and for both methods are computed over 20 runs. (B) Predictive log-likelihood after 1000 iterations
of DPVI and Gibbs (with 50 burnin iterations) for the animals dataset (with 20 % held-out). DPVI
with 20 particles performs in par with the Gibbs sampler.

DPVI and Gibbs sampling. DPVI with 10 and 20 particles converge in 11 and 18 iterations, re-
spectively. In terms of computation time per iteration of DPVI versus Gibbs, the only difference for
DPVI with one particle and Gibbs is the sorting cost. Hence, for the multiple particle versus multi-
ple runs of Gibbs sampling, the only additional cost is the sorting cost for multiple particles (e.g. 10
or 20). However, this insignificant additional cost is compensated for by a faster convergence rate
in our experiments.

7.7 Conclusions

This chapter introduced a particle-based variational method that applies to a broad class of infer-
ence problems in discrete models. We described a practical algorithm for optimizing the particle

approximation, and showed empirically that it can outperform widely-used Monte Carlo and vari-

ational algorithms. The key to the success of this approach is an intentional selection of particles:
rather than generating them randomly (as in Monte Carlo algorithms), we deterministically choose

a set of unique particles that optimizes the KL divergence between the approximation and the target

distribution.

This approach leads to an interesting view on the problem of resampling in sequential Monte

Carlo. Resampling is necessary to remove conditionally unlikely particles, but the resulting loss of

particle diversity can lead to degeneracy. As we showed in our experiments, tuning an ESS threshold

for resampling can improve performance, but requires finding a relatively narrow sweet spot for the



threshold. DPVI achieves comparable performance to the best particle filter by using a deterministic

strategy for deleting and replacing particles and does not require tuning thresholds. Each particle is

guaranteed to be unique and have high probability among all states discovered so far.

DPVI also suggests new hybrids of ideas from Monte Carlo and variational inference. Consider

models where all particle extensions cannot be enumerated. In this setting, one could randomly

choose particle extensions. To use these particles in a Monte Carlo scheme we may need to know

the output probability density of the particle extension mechanism. However, if we use the results

in DPVI, we just need to be able to score the results under the joint probability distribution. No

proposal distribution is needed. This could make it possible to use proposal mechanisms that can be

seen to work well empirically but that are difficult to analyze a priori.

Although our empirical results are promising, much more empirical and theoretical work is

needed to understand the fundamental tradeoffs between variational and Monte Carlo inference.

However, the results for DPVI on several problems are promising, and the approach to defining

variational approximations may be more broadly applicable. We hope this work encourages others

to develop different hybrids of Monte Carlo and variational inference that overcome the limitations

of each approach when used in isolation.
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CHAPTER 8

Conclusion

In this final chapter of the thesis, we summarize the main contributions of the thesis and also sug-

gest some future research directions. We proposed models for analyzing user behavior in software

applications. We focused on three tasks which are common in user modeling: 1) discovering com-

mon usage patterns across different users, 2) identifying different user groups based on their usage

patterns, and 3) personalization and user-dependent recommendation. We cover an overview of our

models for these tasks and also various alternative approaches in Chapter 1. A more detailed de-

scription of these models is provided in Chapters 3 to 6. Specifically, we covered latent variable

models on task 1 in Chapters 3 to 5 and the models on the remaining tasks in Chapter 6. For poste-

rior inference in these models, we rely heavily on variational inference as closed-form conditional

posterior distributions are not available for the models. In Chapter 7, we tackle a major limitation

with variational inference in discrete latent variable models. In particular, for complex discrete la-

tent variable models, the bias induced by variational approximations can sometimes lead to poor

predictive performance. We proposed an inference framework which combines the advantages of

both Monte Carlo methods and variational inference. In what follows, we summarize our main

contributions and suggest some future research directions.

Chapter 3: Segmenting user behavior traces with an efficient Bayesian nonpara-

metric approach

Main contributions In Chapter 3, we introduce siHMM a Bayesian nonparametric with efficient

stochastic variational inference. The model is an extension of widely used iHMM and in contrast to

iHMM, it can capture two levels of dynamics implicitly. Compared to hierarchical HMM (HHMM)

models which are used for modeling multiple levels of dynamics, it has a simpler and more efficient

inference scheme. We use the model to segment user behavior traces and identify the points where
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the user switches from one task to another task. We show that the model empirically outperforms

iHMM and performs on par with the more complex HHMM models. We also demonstrate that

the model is not only limited to user modeling; it can be applied to other domains such as activity

recognition and segmenting animal behavior.

Possible research directions Potentially, one can use the state-indepnedent transition vector

learned from an siHMM for summarizing a sequence. This summary vector can be utilized for user

profiling and identifying user groups which is essentially second task from the three tasks that we

focus on for user modeling. Another possible research direction is extending siHMM to more than

two levels of dynamics which is a challenging problem. This requires keeping track of the states

within each segment. Consequently, we will lose the simple and efficient inference scheme that we

have for two-level dynamics.

Chapter 4: Markov jump processes for modeling user behavior traces

Main contributions In Chapter 4 we apply a continuous-time model, MJP, to the task of seg-

menting user behavior traces where we may have observations at unequal time intervals. MJPs are

more realistic for this task compared to their discrete-time counterparts since they allow for tran-

sitions between states at any time point between observations. However, this more realistic model

comes with a price of more complicated and less scalable inference. Available inference algorithms

based on particle MCMC scale poorly and mix slowly. Optimization-based methods such as EM

are inapplicable if the state size is countably infinite (e.g., Bayesian nonparametric MJPs). Finally,

finding the most probable latent trajectory using maximum likelihood approaches will result in de-

generate solutions. We introduce JUMP-means algorithm, a small variance asymptotic approach to

estimating the most probable trajectories in MJPs which does not suffer from the aforementioned

issues.

Possible research directions MJPs are not directly applicable to dataset with multiple levels of

dynamics. We argued in Chapter 3 that this may be a reasonable assumption for user traces where

there could be some structure within each segment (user task). Hence, a hierarchical extension

of MJPs are more suitable for the user behavior segmentation. However, inference in hierarchical

MJPs is even more challenging compared to HHMMs since we also need to keep track of the dwell

times in different states at multiple levels of the model. A possible direction for extending MJPs

to two level hierarchies could be an approach similar to siHMM where we implicitly model the

hierarchical structure.
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Chapter 5: Topic modeling applied to user behavior traces with spherical HDP

Main contributions Up to this chapter, we assumed a sequential structure for the user trace

data. In Chapter 5, we relax this assumption and treat each user trace as a bag of actions. We

can apply topic models for inferring the topics (i.e., user tasks in our application) to the bag of
actions representation; however, standard topic models ignore the semantic regularities in the action
space. Semantic regularities in this space can encode the similarities between different actions.

Distributional representation of words (e.g., word2vec) are able to capture these regularities in the

natural language but they have not been explored extensively in the context of topic modeling. For

the user action space, Adar et al. (2014) introduce CommandSpace, the distributional representation

in the action space that has been trained on a large dataset of user actions in Adobe photoshop. In
this chapter, we introduce sHDP, an HDP model with vMF observations which can incorporate the

semantic structure of the actions. Our model, performs significantly better than the standard LDA
and also Gaussian LDA (Das et al., 2015) baselines in terms of topic coherence for a user trace data
and also two English text corpora.

Possible research directions Our model uses the pre-trained action and word embeddings and

does not allow for joint learning of the embeddings and the topics. Joint training of these compo-

nents may result in improved performance; that is a hypothesis worth exploring. However, inference

in such models is challenging as we have a more complex observation model. Frameworks such as

structured VAEs (Johnson et al., 2016), which are capable of combining graphical models and neural

network observation models, may be applicable to this problem.

Chapter 6: Multimodal prediction and personalization in software applications
with deep generative models

Main contributions We focus on the tasks of identifying different user groups and personaliza-
tion in Chapter 6. Given a dataset of image and edit pairs for users, our goal is to develop a model

for predicting the edit for a new image. Available prediction models are limited in that they only

propose a single prediction or are not readily personalized. Multimodal predictions are important

in cases where, given an input from the user, there could be multiple possible suggestions from the

application. In photo editing/enhancement, a user might want to apply different kinds of edits to the

same photo depending on the effect he or she wants to achieve. A model should therefore be able

to recommend multiple enhancements for different user groups and styles. In this chapter, we intro-

duce CGM-VAE, a framework for multimodal prediction that can be extended for personalization

tasks. CGM-VAE can identify diverse set of user groups and propose edits from different styles.

The personalized variant of the model can recommend edits based on the history of user's edits. We

Chapter 8. Conclusion
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demonstrate on three datasets that our model can outperform several reasonable baselines in terms

of the predictive log-likelihood and also error in the LAB space.

Possible research directions CGM-VAE model assumes each user belongs to a single mixture

component. A more realistic assumption is that each image-edit pair for each user can belong

to a different mixture component. This is reminiscent of admixture models and requires a more

complicated inference scheme. Although in theory structured VAE can work, the flexibility of the

model at both the latent structure and the observation model may make the inference even more

challenging.

Chapter 7: Improving variational inference for latent variable models: discrete

particle variational inference

Main contributions Inference in our proposed latent variable models in Chapters 3 to 6 is based

on variational inference which in practice has been shown to be more scalable compared to Monte

Carlo inference approaches. However, without flexible variational distributions, we may have poor

posterior approximations. For instance, a poor variational approximation may cover only a single

mode in a multimodal posterior distribution. In Chapter 7, we introduce a new approximate infer-

ence method, called DPVI, that aims to combine key strengths of both Monte Carlo and variational

inference. In DPVI, similar to "particle approximation" output by Monte Carlo methods, we use a

weighted collection of samples as the approximating family for variational inference. We distribute

the samples in such a way that they cover high probability regions of the target distribution, but

without the samples all devolving onto the mode of the distribution. We compare the performance

of this new inference method with several baselines on sequential and non-sequential latent variable

models and show it has superior time/accuracy trade-offs compared to these alternatives.

Possible research directions The major limitation of DPVI is that it is restricted to discrete

latent variable models. Extending it to models with continuous latent variables can be done by com-

bining mean-field (for continuous variables) and DPVI. However, this approach is not a principled

way to make the DPVI work on models with mixed variables; proposing an algorithm that can cover

both types of variables in a unified way can be a challenging task. Extending DPVI type methods

for mixed latent variable models allows us to apply them to models such as sHDP or siHMM.



APPENDIX A

Bayesian Nonparametric MJPs for SVA

We show that the PEP retains the key properties of the PEP (Sacedi and Bouchard-C6td, 2011):

conjugacy and exchangeability. Let Ti I Z 11[zji i]tj and Fi A Z 1 1[zj_1 = i]6z be

the sufficient statistics of the observations.

Proposition A.0.1. The PEp is a conjugate family: pi I k - GamP(/3' ,, ), where g' = po + F

and Y = Y + T.

Proof sketch. The proof is analogous to that for Proposition 2 in (Saeedi and Bouchard-C&6t, 2011).

The key additional insight is that X ~ Gam(3a, b) and Y | X ~ Gam(3, X) are conjugate: X I Y ~

Gam((a + 1), b + Y). 0

In order to give the joint distribution of the times T TK (t1 ,..- , tK), we first derive

the predictive distribution for the PEp, (zk+1, tk+1) Uk. We make use of the following family of

densities.

Definition A.0.2 (Shaped Translated Pareto). Let # > 0, a > 0, -y > 0. A random variable S is

shaped translated Pareto, denoted S ~ STP(3, a, -y), if it has density

f(t) = B(3, a3) (t + y)(l+Q)/'

where B(a, b) =Fa)F(b) is the beta function.F(a+b)

Proposition A.0.3. The predictive distribution of the PEp is

(zk+1, tk+1)I Uk ~-zk x ST hi,|ZkII<YMki. (A.l)
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Proof By Proposition A.0.1, it suffices to show that if p ~ FP(po, -y), s p , and t I p ~

Gam(3, JIMpI), then (s, t) ~x STP(, Ko, -y), where ro po 11. Letting x = Ip|, the distribution

of t is

00o 00 pXt1-1e-xt -YOK--le-YX

p(t) = p(t |x)p(x)dx = dx
Jo F(#) F(3'so) d

_ Y xK4tS~ 0 (1+o)-1 -(Y+t)xdx - 7' 3 0tS~ 1  F(3(1 + KO))
F(3) ( po) Jo F(3)F(3'io) (y + t)o(1+Ko)

We can now show that the process is exchangeable by exhibiting the joint distribution of waiting

times:

Proposition A.O.4. Let e* = (t* 1,... , t*K) be the waiting times following state m. Then i*, is

an exchangeable sequence with joint distribution

F(o(o + Kn)) (HjKm Tj
F ()Km ( + Tnj)3(o+Km)

Proof sketch. Take the product of the predictive distributions of TmI,.-- , TmKm -



APPENDIX B

Sample results for multimodal prediction in software

applications with deep generative models

B.1 Details of experiments

Hyperparameter settings For training all the models, we use two possible learning rates 0.001
and 0.0001. For the MDN, MLP and CGM-VAE, we use 4 hidden layers with the same number of

hidden nodes (500 or 1000) in all the layers. For LBN, we use two deterministic hidden layers with

linear activation function same as Dauphin and Grangier (2015) and 500 or 1000 nodes; we also use

two stochastic layers with the same number of nodes with sigmoid activation functions following

Dauphin and Grangier (2015). We try two possible minibatch sizes of 100 and 200. For the models

which need the number of mixture components (i.e., CGM-VAE and MDN), we select this number

from the set {1, 3, 5, 10}. Finally, for the CGM-VAE model, we choose the dimension of the latent

variable from {2, 20}. We choose the best hyperparameter setting based on the variational lower

bound of the held-out dataset.

Baselines We choose a set of reasonable baselines that can cover related models in both domains

of multimodal prediction and automatic photo enhancement. As mentioned in Section 2, literature

on the automatic photo enhancement can be divided into two main categories of models: 1) para-

metric methods which typically minimize an MSE loss: MLP and MDN baselines capture these

methods, and 2) nonparametric methods that are not reasonable baselines for us since their pro-

posed edits are destructive (e.g., Lee et al., 2015) or do not benefit from other users' information

(e.g., Koyama et al., 2016). We also add LBN as a strong baseline since it has been shown that it can

outperform the MDN and other standard multimodal prediction baselines (Dauphin and Grangier,

2015).
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Splitting the datasets We split each dataset into random subsets of train, validation and test
in a way that for all three datasets (i.e., casual, frequent and expert users) we have subsets with
reasonable sizes. Larger training sets may result in non-representative validation and test sets for our
small dataset (i.e., expert users), and larger test and validation sets may result in non-representative
training set for the same dataset. The ratio that we used is just one way for having a reasonable size
subsets; however, we showed for these random subsets and across all three datasets and for three
different evaluation metrics our approach outperforms all the other baselines significantly.
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B.2 Sample edits from CGM-VAE and sample user categorization

from P-VAE
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Figure B.2.1: Image 4876 from Adobe-MIT5k dataset
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Figure B.2.2: Image 4855 from Adobe-MIT5k dataset
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Figure B.2.3: Image 4889 from Adobe-MIT5k dataset
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Figure B.2.4: Image 4910 from Adobe-MIT5k dataset
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Figure B.2.5: Image 4902 from Adobe-MIT5k dataset
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Figure B.2. 10: A sample user categorization from the P-VAE model
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APPENDIX C

More experiments on discrete particle variational in-

ference (DPVI)

C.o.1 Dirichlet process mixture model

In this section, we demonstrate the performance of DPVI on DPMM introduced in Section 2.2,1 1

Synthetic data

We first demonstrate our approach on synthetic datasets drawn from various mixtures of bivariate

Gaussians (see Table C. 1). The model parameters for each simulated dataset were chosen to create

a spectrum of increasingly overlapping clusters. In particular, we constructed models out of the

following building blocks:

A1 = (0.0, 0.0 ),
0.25, 0.0
0.0, 0.25),

P2 = (o5, o5)

O.5 0.0)E2 =0.0 0.5

For the DPMM, we used a Normal likelihood with a Normal-Inverse-Gamma prior on the compo-

nent parameters:

Ynd IXn = k ~ A(mkd, Okd), mkd- ~ (0, ukd/T), kd ~ IG(a, b),

where d E {1, 2} indexes observation dimensions and IG(a, b) denotes the Inverse Gamma distri-

bution with shape a and scale b. We used the following hyperparameter values: T = 25, a = 1, b =

1, a = 0.5.

'These experiments are done by Tejas Kulkarni a coauthor in Saeedi et a]. (2017b).
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Dataset PF (K = 20) MF DPVI (K = 1) DPVI (K = 20)
DI: [pi, 4A2, 8P2], El 0.97 0.03 0.80 0.10 0.93 0.05 0.99 0.02
D2: [pi, 4A2, 8P2], E 2  0.89 0.05 0.63 0.02 0.86 0.07 0.90 0.03
D3: [pi, 22, 4/12], El 0.58 0.12 0.53 0.05 0.51 0.03 0.74 0.16
D4: [pi, 2/12, 4A2], E 2  0.50 0.06 0.29 0.05 0.46 0.05 0.55 0.07
D5: [/ 1 1, /12,2/12], Ei 0.05 0.05 0.28 0.12 0.014 0.02 0.14 0.10
D6: [Pi, P2, 2P21, E2 0.15 0.08 0.12 0.03 0.11 0.06 0.19 0.07

Table C.1: Clustering accuracy (V-Measure) for DPMM. Each dataset consisted of 200 points
drawn from a mixture of 3 Gaussians. For each dataset, we repeated the experiment 150 times
by iterating through random seeds, reporting mean and standard error. The left column shows the
ground truth mean for each cluster and the covariance matrix (shared across clusters). PF denotes
particle filtering and MF denotes mean-field.

Number of particles DPVI Particle Filtering
K = 10 15.20s 14.71s
K = 50 153.75s 184.17s
K 100 567.84s 699.43s

Table C.2: Run time comparison for DPMM with synthetic data using dataset from Table 1. The
run time of DPVI is slightly better than particle filtering for a single pass through the dataset.

Clustering accuracy was measured quantitatively using V-measure (Rosenberg and Hirschberg,

2(X7). V-measure is an entropy-based measure which explicitly measures how successfully the

criteria of homogeneity and completeness have been satisfied. Fig. C.. I graphically demonstrates

the discovery of latent clusters for both DPVI as well as particle filtering. As shown in Table C. I, we

observe only marginal improvements when the means are farthest from each other and variances are

small, as these parameters leads to well-separated clusters in the training set. However, the relative

accuracy of DPVI increases considerably when the clusters are overlapping, either due to the fact

that the means are close to each other or the variances are high. One factor contributing to greater

performance of DPVI might be the diversity term in the variational formulation.

An interesting special case is when K = 1. In this case, DPVI is equivalent to the greedy

algorithm proposed by Daume (2007) and later extended by Wang and Dunson (2011). In fact, this

algorithm was independently proposed in cognitive psychology by Anderson (1991). As shown in

Table C. 1, DPVI with 20 particles outperforms the greedy algorithm, as well as particle filtering

with 20 particles. We also demonstrate the run-time performance of DPVI compared to particle

filtering in Table C.2. It can be seen in our experiments that DPVI tends to be comparable to

particle filtering or sometimes more efficient in terms of run-time for the same task, although the

theoretical complexity is the same.
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Figure C.0.1: DPMM clustering of synthetic datasets. We treat DPMM as a filtering problem,
analyzing one randomly chosen data point at a time. Colors indicate cluster assignments. Each row
corresponds to one synthetic dataset; refer to Table 1 for corresponding quantitative results. Column
1: Ground truth; Column 2: particle filtering; Column 3: DPVI. The DPVI filter scales similarly to
the particle filter but does not underfit as severely.
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Spike sorting

Spike sorting is an important problem in experimental neuroscience settings where researchers col-

lect large amounts of electrophysiological data from multi-channel tetrodes. The goal is to extract

from noisy spike recordings attributes such as the number of neurons, and cluster spikes belong-

ing to the same neuron. This problem naturally motivates the use of DPMM, since the number of

neurons recorded by a single tetrode is unknown. Previously, Wood and Black (2008) applied the

DPMM to spike sorting using particle filtering and Gibbs sampling. Here we show that DPVI can

outperform particle filtering, achieving high accuracy even with a small number of particles.

We used data collected from a multiunit recording from a human epileptic patient (Quiroga

et al., 2004). The raw spike recordings were preprocessed following the procedure proposed by

Quiroga et al. (2004), though we note that our inference algorithm is agnostic to the choice of

preprocessing. The original data consist of an input vector with D = 10 dimensions and 9196 data

points. Following Wood and Black (2008), we used a Normal likelihood with a Normal-Inverse-

Wishart prior on the component parameters:

ynXIn = k /V(mk, Ak), mk ~ /(0, Ak/r), Ak ~ IW(Ao, v), (C.2)

where IW(AO, v) denotes the Inverse Wishart distribution with degrees of freedom V and scale

matrix A0 . We used the following hyperparameter values: v = D + 1, AO I, T = 0.01, a = 0.1.

We compared our algorithm to the current best particle filtering baseline, which uses stratified

resampling (Wood and Black, 2008; Fearnhead, 2004). The same model parameters were used for

all comparisons. Qualitative results, shown in Fig. C.0.2B, demonstrate that DPVI is better able

to separate the spike waveforms into distinct clusters, despite running DPVI with 10 particles and

particle filtering with 100 particles. We also provide quantitative results by calculating the held-out

log-likelihood on an independent test set of spike waveforms. The quantitative results (summarized

in Fig. C.0.2C) demonstrate that even with only 10 particles DPVI can outperform particle filtering

with 1000 particles.

C.O.2 Ising model

So far, we have been studying inference in directed graphical models, but DPVI can also be applied

to undirected graphical models. We illustrate this using the Ising modeF for binary vectors x E

{-1, +1N}:

f () exp {.XWXT + OXT}, (C.3)

2These experiments are done by Sam Gershman a coauthor in Saeedi et al. (2017b).
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9Kx /7 ~

(A)

(B)

Method Predictive LL
DPVI (K = 10) -3.2474x 105 (0 = 3)
DPVI (K = 100) -1.3888 x 105 (C = 3)
PF (K = 10) -1.4771+0.21 x 106 = 37)
PF (K = 100) -5.6757 1.14 x 10 ( = 13)
PF (K = 1000) -3.2965 x 105 (C = 5)

(C)

Method Run time
DPVI (K = 10) 36.20s
DPVI (K = 50) 144.6s
DPVI (K = 100) 313.8s
PF (K = 10) 124s
PF (K = 50) 334.2s
PF (K = 100) 454.2s

(D)

Figure C.0.2: Spike Sorting using the DPMM. Each line is an individual spike waveform, colored
according to the inferred cluster. (A) Result using particle filtering with 100 particles and stratified
resampling as reported by Wood and Black (2008). (B) Result using DPVI. The same model pa-
rameters were used for both particle filtering and DPVI. (C) Spike sorting predictive log-likelihood
scores for 200 test points. The best performance is achieved by DPVI with 100 particles. Shown
in parentheses is the maximum a posteriori number of clusters, C. (D) Run time comparison for
DPMM obtained by using the spike sorting dataset. The run time of DPVI is slightly better than
particle filtering.
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Figure C.O.3: Ising model results. Difference between DPVI and mean-field lower bounds on the
partition function. Positive values indicates superior DPVI performance. (A) Low coupling strength;
(B) high coupling strength.

where W E RNxN and 9 E RN are fixed parameters. In particular, we study a square lattice
ferromagnet, where Wi3 = 0 for neighboring nodes (0 otherwise) and Oi = 0 for all nodes. We

refer to 3 as the coupling strength. This model has two global modes: when all the nodes are set

to 1, and when all the nodes are set to 0. As the coupling strength increases, the probability mass

becomes increasingly concentrated at the two modes.

We applied DPVI to this model, varying the number of particles and the coupling strength. At

each iteration, we evaluated the change in log probability that would result from setting zk = 1:

an= n Wn/x, + On, (C.4)

n'Ecn

and likewise the change for setting = = 1 can be computing by simply flipping the sign of an.
Ordering these changes, we then took the top K to determine the new particle set.

To quantify performance, we computed the DPVI variational lower bound on the partition func-

tion and compared this to the lower bound furnished by the mean-field approximation (see Wain-

wright and Jordan, 2008). Fig. C.0.3A shows the results of this analysis for low coupling strength

(0 = 0.01) and high coupling strength (0 = 100). DPVI consistently achieves a better lower

bound than mean-field, even with a single particle, and this advantage is especially conspicuous for

high coupling strength. Adding more particles improves the results, but more than 3 particles does

not appear to confer any additional improvement for high coupling strength. These results illus-

trate how DPVI is able to capture multimodal target distributions, where mean-field approximations

break down (since they cannot effectively handle multimodality).

To illustrate the performance of DPVI further, we compared several posterior approximations for

the Ising model in Fig. C.0.4. In addition to the mean-field approximation, we also compared DPVI
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Samples Samples

DPVl DPVI

Mean field BP

Figure C.O.4: Ising model simulations. Examples of posteriors for the ferromagnetic lattice at
low coupling strength. (Top) Two configurations from a Swendsen-Wang sampler. (Middle) Two
DPVI particles. (Bottom left) Mean-field expected value. (Bottom right) Loopy belief propagation
expected value.

with two other standard approximations: the Swendsen-Wang Monte Carlo sampler (Swendsen and

Wang, 1987) and loopy belief propagation (Murphy et al., 1999). The sampler tended to produce

noisy results, whereas mean-field and BP both failed to capture the multimodal structure of the

posterior. In contrast, DPVI with two particles perfectly captured the two modes.
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